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Abstract 

Based on the Indonesian National Standard (SNI) 01-3392-1994, clove quality in Indonesia is 

categorized into three distinct classes (Quality 1, 2, and 3). However, quality determination presents 

significant challenges due to the similar morphological characteristics across classes and limited 

available data, necessitating manual feature extraction. This manual process often yields irrelevant 

features, highlighting the need for robust feature selection methods. This study demonstrates that 

ensemble feature selection significantly enhances the performance of conventional machine learning 

models (K-NN and Naïve Bayes) in SNI-compliant clove quality classification. The proposed 

approach employs five distinct feature selection methods to assign importance scores to features, 

with the final selected features representing those consistently identified across all methods. 

Experimental results indicate notable improvements, including a 2.66% accuracy increase in K-NN 

classification and reduced computational time across all tested models. These findings substantiate 

the effectiveness of ensemble feature selection for optimizing conventional machine learning 

applications in agricultural quality assessment. 

Keywords: Ensemble Feature Selection, Machine Learning Conventional, Quality of Cloves. 

1 Introduction 

Processed cloves are available in various products, including food, spices, medicines, and cosmetics 

(Chaichi et al., 2021; Sharma et al., 2022). The clove qualities in Indonesia that influence product value 

are regulated by the Indonesian National Standard (SNI) number 01-3392-1994. The SNI is divided into 

three quality levels: 1, 2, and 3. Several tests should be carried out in the laboratory to determine the 

clove's qualities, such as testing for water content, shape, colors, smell, and influence of foreign 
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materials. However, the conventional method requires a long time and depends on the laboratory 

assistants' capabilities. Meanwhile, in conventional market transactions, clove quality assessment 

predominantly relies on visual inspection by traders. However, this subjective approach often leads to 

inconsistent evaluations, resulting in financial losses for farmers during sales. To address this limitation, 

the implementation of digital image processing techniques offers a more objective and reliable method 

for quality determination. 

Digital image processing can be done to help the clove quality determination process. Clove quality 

classification is the same as the classification of other agricultural commodities; it can be done using 

deep learning and machine learning (Vij & Prashant 2024). Both types of classification have their 

advantages and disadvantages (Juma & Mdodo 2024). For example, deep learning can automatically 

extract features (Polly & Devi, 2024) and handle very complex data such as text and video data (Ramesh 

et al., 2024). Performance is better when the data is extensive (Ojo & Zahid, 2022). However, the 

weakness is that when the data is small, it will be difficult to classify (Ojo & Zahid, 2022); the need for 

high computation and increasingly complex representation because each neuron is interconnected and 

requires several layers (Samanta et al., 2023), many experiments need to be done to find the correct 

parameters in classifying (Alzubaidi et al., 2021), and the training process is long (Wonggasem et al., 

2024). In machine learning, the advantages are being able to classify with small amounts of data (Juwono 

et al., 2023), faster computing time (Adhinata et al., 2024), and fewer resources (Omaye et al., 2024). 

However, the manual feature extraction process could be improved. And the feature selection process 

takes work (Corrales et al., 2022). They do not directly conclude that the feature is optimal while the 

others are not. So, it is necessary to extract some features to complement the weaknesses of other 

features. They represent the characteristics contained in the dataset. 

This study will conduct color and texture feature extraction. Color characteristics in clove 

classification are very influential. In the clove quality standards in Indonesia, one of the requirements is 

the color of dry cloves to distinguish the quality of cloves. However, color characteristics alone are not 

enough to classify clove quality because cloves of quality one and quality two have almost the same 

color; the only difference is the completeness of the cloves, the same as quality two and quality 3, so 

texture characteristics are needed to help with deficiencies in color characteristics. In addition, by 

extracting texture features, it can distinguish between dry and undried cloves because they can be 

distinguished from the texture of the cloves and then the completeness of the dry cloves because the best 

quality cloves are cloves that are still complete or the buds are still not detached (Patnaik et al., 2025). 

So combining these two types of features is very important to get quality cloves. 

Several previous researchers have combined several features to classify agricultural commodities 

with machine learning (Huong & Dung 2023). Jitanan & Chimlek, (2019) extracted texture and color 

features for soybean quality classification. Santos et al. (Dos Santos et al., 2020) extracted shape and 

color features to get coffee quality. Hayit et al., (2024) extracted texture and color features for chickpea 

classification. However, the problem is that there are still irrelevant features, so a feature selection stage 

is needed to obtain relevant features and improve the machine learning model’s performance, even 

though the amount of data is limited (Naik et al., 2024 ; Michael & Jackson 2025). 

Of course, many features will be produced based on the extracted features. Thus, some features must 

be relevant to the data to be classified, as stated by (Naik et al., 2024). so it is necessary to carry out a 

feature selection process. The feature selection process is used to produce features that have an influence 

or are relevant to the data so that they are easier to recognize and manage for the classification process 

(Diaz & Jiju, 2022; Feizi-Derakhsh & Kadhim, 2023; Nguyen et al., 2023). 
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Three primary feature selection paradigms exist in machine learning: wrapper, filter, and embedded 

methods, each employing distinct selection approaches (Chauhan & Desai 2022). Recent studies (Gill 

et al., 2022; Thakur & Muppavaram, 2024) demonstrate that implementing feature selection techniques 

in agricultural applications can significantly enhance algorithmic performance. Furthermore, research 

by (Lasso et al., 2020) reveals that different feature selection methods yield varying optimal feature 

subsets when applied to agricultural datasets, highlighting the domain-specific nature of feature 

importance. 

Different feature selection results have different algorithm performances. Lasso et al., (2020) 

compared various feature selection methods for coffee leaf rust disease. His research also showed that 

the dataset also affects the type of feature selection that can improve the algorithm’s performance. 

Each feature selection method produces different selected features; it is certainly a challenge to 

accommodate these features to be processed further at the classification stage. For this reason, this study 

proposes an ensemble feature selection model to answer this challenge. Ensemble feature selection is a 

feature selection model combining five feature selection methods. In the process of combining by giving 

a score to each selected feature, a feature score with a value of 5 is selected for classification. The 

features selected using ensemble feature selection are consistent because each time a feature selection 

method is applied, the feature is selected in all feature selection methods. This proposed study has three 

contributions: 1) Classification of cloves according to SNI standards. 2). Dataset produced 

independently. 3). By employing ensemble feature selection, conventional machine learning models can 

perform better. This is how the rest of the paper is structured: 

The literature on cloves and feature selection methods is reviewed in Section 2. The experimental 

results from the test function assessments are presented in Section 3, which also describes the technique 

suggested in this work, including its novel contributions. Section 4 discusses pertinent previous research 

and compares the performance of the suggested ensemble feature selection methodology with traditional 

methods. Section 5 concludes by summarizing the main findings of the study and outlining potential 

directions for further research. 

2 Related Works 

Previous research on cloves was conducted by (Tempola et al., 2023), but the clove classification process 

is not by the standards in Indonesia; only the classification of clove types such as whole clove, mother 

clove, and headless clove; the training process also takes a long time. Then, in another study on cloves, 

only classification is based on the level of maturity of the clove (Rosihan et al., 2024), and the image 

acquisition process on cloves individually is not stacked. Chalik & Al Maki, (2021) classify cloves into 

four classes. In contrast to this study, the classification process will be based on quality standards in 

Indonesia, and data acquisition will be stacked. 

The feature selection process is very important to obtain features relevant to the object’s class and 

improving system accuracy (Gill et al., 2022). In agricultural applications, (She et al., 2020) 

implemented the sequential forward selection (SFS) method, a wrapper-based technique whose 

performance depends on the classifier type. Contrastingly, (Iniyan & Jebakumar, 2022) employed 

mutual information a filter-based approach that relies exclusively on dataset characteristics rather than 

learning algorithms for soybean and corn yield prediction. This distinction highlights the methodological 

divide between wrapper methods (classifier-dependent) and filter methods (data-dependent). 

Lasso et al., (2020) experimented by comparing three types of feature selection models, namely 

embedded, filter, and wrapper on four datasets using seven feature selection methods. The experimental 
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results showed that the 4D and 7D datasets had lower Mean Absolute Error (MAE) values when using 

the Embedded feature selection method. In contrast, the 3D and 14D MAE values were lower when 

using the wrapper sequential forward selection feature selection method for the 14D and 3D datasets 

using Recursive Forward Selection (Nam et al., 2023). This experiment shows that each feature selection 

process has different feature selection results and has its advantages depending on the dataset used. 

Shows that each embedded filter, and wrapper feature selection method has advantages and 

disadvantages (Seijo-Pardo et al., 2019). 

The feature selection process of an ensemble feature selection has been carried out (Faizin et al., 

2024; Seijo-Pardo et al., 2019); the way it works in feature selection is by giving a score. Then, when 

calculating the probability value of each feature, this method certainly still has unstable features but is 

still accommodated. Meanwhile, according to (Singh & Singh, 2021), the ensembling process was 

carried out in stages, first selected using several filter feature selection methods, then giving a score to 

each selected feature, and its threshold was determined; the selected feature is the feature that passes the 

set threshold. Furthermore, the selection process is carried out again with several wrapper feature 

selection methods, then the threshold is determined again, and the selected feature is the feature that 

passes the set threshold; there are two threshold determination processes, of course, it is not practical in 

feature selection, besides the embedded feature selection method has not been applied, so there are still 

inconsistent features that are selected. 

3 Method 

This study proposes an ensemble feature selection (EFS) approach to enhance machine learning model 

performance for clove quality classification according to SNI 01-3392-1994 standards. The 

methodology follows a structured pipeline consisting of several key stages. Initially, image acquisition, 

preprocessing, segmentation, and feature extraction are performed to prepare the input data. 

Subsequently, the ensemble feature selection process is applied to identify optimal feature subsets. 

Following feature selection, the pipeline proceeds with data normalization, iterative model training and 

testing, and comprehensive performance evaluation. The complete workflow of the proposed model is 

illustrated in Figure 1. 

 

Figure 1: Clove Quality Classification Workflow 
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(equation 7 - 8) 
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Image Acquisition 

The study commenced with image acquisition of clove samples cultivated under specific environmental 

conditions: 60-80% relative humidity, temperatures ranging from 22-30°C, and altitudes between 200-

600 meters above sea level. The sample distribution across quality classes was as follows: 34.17% for 

Quality 1, 31.85% for Quality 2, and 33.97% for Quality 3. The acquired clove image data conforms to 

Indonesian quality standards (SNI 01-3392-1994), ensuring that regional variability across Indonesian 

islands does not affect the quality assessment. Hardware used in the image acquisition procedure 

includes an OPPO A31 smartphone camera with rear camera specs of 12 MP + 2 MP + 2 MP, ISO-142, 

4096 x 3072, and 72 dpi resolution. And a box that has LED lighting. Cloves are placed at the bottom 

of the box; then, the camera position is at the top. The camera was positioned at a distance of 24 cm 

from the clove image object. The clove image capture process is shown in Figure 2. 

 

Figure 2: Image Acquisition Setup for Clove Classification 

Preprocessing and Feature Extraction 

Preprocessing is essential to speed up computing (Setyawan et al., 2022). After the preprocessing stage, 

the feature extraction stage continues. Feature extraction is carried out to facilitate the process of 

classifying clove quality. In this study, two main features were used, namely color features and texture 

features. The features extracted in the color feature section are RGB, HSV, and color moment. The use 

of these features is considered capable of recognizing objects well, as has been done by (Rahadiyan et 

al., 2023; Wang et al., 2021). 

Correlation

=  
∑ ∑ (𝑖𝑗) 𝑃 (𝑖, 𝑗)  −  𝜇𝑖  𝜇𝑗𝑗𝑖

𝜎𝑖  𝜎𝑗

 
(1) 

ASM =  ∑ ∑ 𝑃 (𝑖, 𝑗 )2

𝑗𝑖
  (2) 

Dissimalirity =  ∑ ∑ |𝑖 
𝑗𝑖

−  𝑗| . 𝑃 (𝑖, 𝑗) 

(3) 
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Homogeneity =  
∑ ∑ 𝑃 (𝑖, 𝑗)𝑗𝑖

1 + |𝑖 −  𝑗|
 

(4) 

Contrast = ∑ ∑ |𝑖 −  𝑗|2 𝑃 (𝑖, 𝑗)
𝑗𝑖

 
(5) 

Energy =  √𝐴𝑆𝑀 (6) 

The Gray Level Co-occurrence Matrix (GLCM) serves as the primary method for texture feature 

extraction in this study. As a fundamental technique in image processing, GLCM operates by computing 

probability values representing the spatial relationship between pixel pairs at specific distances and 

angular orientations. This matrix-based approach quantitatively characterizes texture by measuring the 

frequency of occurrence for pixel intensity pairs within defined spatial parameters of distance and 

direction (Chityala & Pudipeddi, 2021)—the values of the GLCM parameters (Allagwail et al., 2019) 

correlation, Angular Second Moment (ASM), Dissimilarity, Homogeneity, Contrast, and energy are 

obtained from angles 00, 450, 900, and 1350. Each value is obtained from Equation (1-6). 

Ensemble Feature Selection 

Feature selection techniques have demonstrated significant improvements in machine learning model 

performance, particularly regarding computational efficiency and predictive accuracy. This study 

introduces an ensemble feature selection approach, which combines multiple selection methods to yield 

more stable and consistent feature subsets compared to individual techniques. By reducing the feature 

space dimensionality, this method effectively decreases computational requirements while preserving - 

and potentially enhancing - model performance relative to conventional machine learning approaches.  

The proposed ensemble feature selection (EFS) method uses three filter methods, namely Chi-

Square, Mutual Information, and Variance Threshold. The wrapper and embedded methods used in the 

research are  Recursive Feature Selection and Lasso Regression. These five feature selection methods 

are used because each has advantages and disadvantages, allowing them to complement one another. 

For example, the chi-square method is highly reliable for large datasets but performs poorly with non-

linear data. Mutual information can accommodate non-linear relationships but may still select redundant 

features or those with high correlations. The variance threshold method is efficient for large datasets; 

however, it risks removing important features if their variance is low—even if they significantly impact 

the target variable. Recursive feature elimination (RFE) handles feature interactions well but heavily 

depends on the initial model. Lasso regression eliminates unimportant features by shrinking their 

coefficients to zero, but it becomes unstable with highly correlated features, potentially selecting them 

at random. Combining these methods can mitigate their limitations while leveraging their strengths 

(Effrosynidis & Arampatzis, 2021). To get the feature selection results with ensemble feature selection, 

give each feature a score in each feature selection method. Features that have a score = 5 are chosen. An 

illustration of ensemble feature selection is shown in Figure 3. This method is adopted from the concept 

of intersection. An intersection is the intersection of two sets, A and B, which contain all members of A 

that belong to B (or all members of B that belong to A). If connected to the ensemble feature selection, 

then there are five sets, namely Fa (Chi-Square), Fb (Mutual Information), Fc (Variance Threshold), Fd 

(Recursive Feature Elimination), and Fe (Lasso Regression). Equation (7-8) is used to calculate the score 

of each feature. 
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Figure 3. Model Ensemble Feature Selection 

𝑠𝑐𝑜𝑟𝑒 (𝑓𝑖) =  ∑ 𝑒𝑥𝑖𝑠𝑡 (𝐹𝑗 , 𝑓1)

5

𝑗=1

 (7) 

𝑒𝑥𝑖𝑠𝑡 (𝐹𝑗, 𝑓1) =  {
1, 𝑖𝑓 𝑓1 𝑖𝑛 𝐹𝑗

0, 𝑜𝑡ℎ𝑒𝑟
 (8) 

where fi is the index of each ith feature, Fj is the index of the jth applied feature selection method. 

All clove quality features are denoted as F0 = {f1, f2, f3, …, …, …, f34, f35}. If we assume the set of 

each feature selection result is as follows: 

𝐹𝑎 = {𝑓1, 𝑓3, 𝑓6, f8, f9, f11, f13, f15, f20, f24, f28, f29, f31, f32, f34, f35} 

𝐹𝑏 = {f1, f2, f3, f4, f5, f9, f12, f15, f17, f18, f20, f25, f27, f31, f32, f34, f35} 

𝐹𝑐  = {f1, f3, f7, f10, f11, f12, f15, f16, f22, f24, f26, f31, f32, f33, f34, f35} 

𝐹𝑑 = {f1, f2, f3, f5, f8, f9, f12, f14, f15, f21, f29, f30, f31, f32, f33, f34, f35} 

𝐹𝑒 = {f1, f3, f4, f5, f9, f10, f13, f15, f17, f21, f27, f28, f31, f32, f33, f34, f35}  

So, to calculate the 𝑠𝑐𝑜𝑟𝑒 (𝑓𝑖) of each feature, the selected feature is produced or forms a new set 

(X), namely {f1, f3, f15, f20, f31, f32, f34, f35}. If calculated, each member element in the new set has 

a score = 5. This means that the member element is always present in every five sets. 

Machine Learning Evaluation Model 

This study will compare several methods in machine learning, such as k-nearest neighbour, naïve bayes, 

multilayer perceptron, and support vector machines (Ahmed & Husien, 2024). The reason for using 

several machine learning methods is to get a technique that suits the data used. Each machine-learning 

method has advantages depending on the data used (Gope & Fukai, 2022). Furthermore, a confusion 

matrix measures the machine learning model's performance, and its accuracy value is calculated. In this 

study, clove quality is categorized into three classes, necessitating the use of a confusion matrix for 

   

 F0 = {f1, f2, f3, …, …, f34, f35 } 

 Embedded  Filter (1) Wrapper Filter (2) Filter (3) 

Fe = {fi, fj,…} Fa = {fi, fj,…} Fb = {fi, fj,…} Fc = {fi, fj,…} Fd = {fi, fj,…} 

Calculate scoring feature 

(Equation 7 & 8) 

Selected Feature 
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multiple classes. The classification performance across the three target classes is quantitatively 

represented in the confusion matrix provided in Table 1. 

Table 1: Confusion matrix 3 classes 

  Predicted class (Cj) 

C1 C2 C3 

actual class (Ci) C1 C11 C12 C13 

C2 C21 C22 C23 

C3 C31 C31 C31 
 

In the confusion matrix, True Positive (TP) values correspond to the diagonal elements (C₁₁, C₂₂, 

C₃₃). For any given class, the False Negative (FN) is computed as the sum of off-diagonal elements in 

its row, while the False Positive (FP) is derived from off-diagonal elements in its column. For instance, 

class 1's FN equals C₁₂ + C₁₃, and its FP equals C₂₁ + C₃₁. The True Negative (TN) for a class represents 

the sum of all elements excluding its row and column (e.g., TN for class 1 is C₂₂ + C₂₃ + C₃₂ + C₃₃). 

These metrics, along with the overall True Positive (TPₐₗₗ), can be formally expressed through Equations 

(9)-(13). Here, n represents the number of classes, and Cij represents the value in the confusion matrix 

at the intersection of the ith row and jth column. Subsequently, precision, recall, accuracy, and f1-score 

values can be calculated using Equation (14) – (17). 

𝑇𝑃𝑖  =  𝐶𝑗𝑗 (𝑗=𝑖) (9) 

𝑇𝑃𝑎𝑙𝑙 = ∑ 𝐶𝑗𝑗

𝑛

𝑗 = 1

 (10) 

𝐹𝑁𝑖  =  ∑ 𝐶𝑖𝑗

𝑛

𝑗= 1,𝑗≠𝑖

 (11) 

𝐹𝑃𝑖  =  ∑ 𝐶𝑗𝑖

𝑛

𝑗= 1,𝑗≠𝑖

 (12) 

𝑇𝑁𝑖  =  ∑ ∑ 𝐶𝑗𝑘

𝑛

𝑘 = 1 𝑘 ≠ 𝑖

𝑛

𝑗= 1,𝑗≠𝑖

 (13) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 =  
𝑇𝑃𝑖

𝑇𝑃𝑖  +  𝐹𝑃𝑖  
 × 100% (14) 

𝑅𝑒𝑐𝑎𝑙𝑙𝑖  =  
𝑇𝑃𝑖

𝑇𝑃𝑖  +  𝐹𝑁𝑖
 𝑥 100% (15) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ 𝐶𝑖𝑖

𝑛
𝑖= 1

∑ ∑ 𝐶𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖= 1

 𝑥 100% (16) 

𝐹1𝑖 =  
2 . 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 . 𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 +  𝑅𝑒𝑐𝑎𝑙𝑙𝑖
 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
1

𝑛
 ∑ 𝐹1𝑖

𝑛

𝑖=1

 

(17) 
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where n is the number of classes, Cii represents the diagonal elements of the confusion matrix, which 

indicate the number of data points from class i correctly predicted as class i (True Positives for each 

class). Cij  represents the elements in row i and column j, indicating the number of data points from class 

i that are incorrectly predicted as class j. The term ∑ 𝐶𝑖𝑖
𝑛
𝑖= 1  represents the total number of correct 

predictions across all classes (i.e., the sum of the diagonal elements). Meanwhile, ∑ ∑ 𝐶𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖= 1  

represents the sum of all elements in the confusion matrix, corresponding to the total number of data 

points. Additionally, the model is evaluated using k-fold cross-validation, with a starting k value of 10. 

This procedure ensures that every dataset, specifically training and testing data, has the same privileges. 

Additionally, the model is evaluated using k-fold cross-validation, with a starting k value of 10. Every 

dataset has the same rights thanks to this procedure. 

4 Result And Discussion 

Initial Experimental Results 

Stacked clove image acquisition: The total number of clove images successfully acquired was 2025, 

divided into three classes: quality 1, equal 692; quality 2, 645; and quality 3, 688. Then, preprocessing 

and feature extraction were carried out. The total number of features extracted was 35. After feature 

extraction, testing was carried out by applying four machine-learning models. The testing parameters 

are presented in Table 2, while the corresponding results are displayed in Table 3. 

Table 2: Machine Learning Model Testing Parameters 

Method Parameters Tuning Values Optimal Parameter 

k-NN Distance 

k 

Minkowski, Euclidean 

3, 5, 7 

Minkowski 

7 

NBC Smoothing 

Priors 

1e-09 

None 

1e-09 

None 

SVM Kernel 

regularization 

Linear 

C=1.0 

Linear 

C=1.0 

mlp Hidden layer 

Neuron 

Learning rate 

Maximal iteration 

Activation 

1 

7 

0.001 

5000 

Relu 

1 

7 

0.001 

5000 

Relu 

Table 3: Preliminary Experimental Results 

Method Accuracy Precision  Recall F1 Score 

K-NN 90.92% 90.95% 90.83% 90.83% 

NBC 81.04% 81.57% 80.95% 80.80% 

MLP 95.43% 95.54% 95.44% 95.44% 

SVM 94.93% 95.09% 94.96% 94.96% 
 

The preliminary experimental results demonstrate significant performance variations across the 

evaluated machine learning models. The Multilayer Perceptron (MLP) achieved optimal performance 

when utilizing all 35 extracted features, attaining an accuracy of 95.43%, with precision=85.36%, 

recall=84.28%, and F1-score=83.99%. In contrast, the Naïve Bayes classifier exhibited the lowest 

performance metrics (accuracy=81.04%, precision=81.57%, recall=80.95%, F1-score=80.80%). Initial 
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single-feature testing revealed that color features produced the highest predictive accuracy among 

individual features. In this configuration, three models k-NN, SVM, and MLP consistently exceeded 

90% accuracy, while Naïve Bayes trailed at 84.75% accuracy. These results indicate that the stacked 

image acquisition process produces more consistent colors, and the globally dominant clove color 

appears more homogeneous, facilitating easier classification. In contrast, the texture feature resulted in 

accuracy below 80% across all tested machine-learning models. This is because overlapping clove 

surfaces introduce noise that disrupts the natural texture patterns during the stacked image acquisition 

process. Consequently, the extracted GLCM features become less effective and fail to produce 

representative results. 

The color features demonstrated the most substantial contribution to clove quality classification, as 

evidenced by the performance of four machine learning models: k-NN (90.92% accuracy), Naïve Bayes 

(84.75%), Support Vector Machine (93.58%), and Multilayer Perceptron (92.83%). The superior 

performance of color features compared to texture features can be attributed to the strong correlation 

between clove color and quality. Extracted color features (RGB and HSV) effectively captured these 

quality distinctions. In contrast, texture characteristics (e.g., wrinkles, surface roughness) exhibited 

greater variability due to external factors such as drying processes, storage conditions, and plant 

varieties, resulting in weaker quality correlations. Furthermore, the stacked image acquisition method 

introduced additional texture variability, as overlapping cloves obscured individual surface features. 

Experimental results with feature selection 

The feature selection models used in clove quality classification include chi-square, mutual information, 

Variance Threshold, Recursive feature Elimination, Lasso Regression, and ensemble feature selection 

(Proposed Model). The feature selection results from each feature selection method applied were then 

tested with a machine learning model. The results of clove quality classification using feature selection 

are shown in Table 4. 

Table 4: The Results of Machine Learning Model Performance After Feature Selection 

Feature Selection 
Method Machine Learning 

KNN Naïve Bayes MLP SVM 

Chi-Square 91.79% 80.74% 93.88% 93.39% 

Mutual Information 91.97% 80.55% 93.33% 93.39% 

Variance Threshold 91.79% 80.74% 93.88% 93.39% 

Recursive Feature Elimination 92.16% 81.04% 94.69% 94.62% 

Lasso Regression 93.20% 84.01% 94.38% 94.93% 

Ensemble feature selection (threshold) 91.79% 80.74% 93.88% 93.39% 

Proposed Method: Ensemble feature selection (intersect) 93.58% 82.71% 93.02% 94.25% 
 

The experiment results with single feature selection show that the k-NN method has increased in all 

feature selection models. The highest accuracy when using lasso feature selection with an accuracy of 

93.20% with a total of 20 selected features. For the naïve Bayes method, the feature selection method 

that experienced an increase in accuracy was when lasso regression feature selection was applied; the 

resulting accuracy was 84.01%. Furthermore, there was no increase in accuracy for SVM and multilayer 

perceptron when a single feature selection was used. On the contrary, accuracy decreased. 

In contrast to the application of single feature selection, when ensemble feature selection is applied, 

there are 10 selected features: red, grey, hue, saturation, homogeneity_135, contrast_90, ASM_135, 
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energy_0, energy_90, and energy_135. These 10 features are highly consistent and relevant because they 

are consistently selected in every feature selection model. They consist of 4 colour features and six 

texture features. The results of this feature selection demonstrate that combining features in clove quality 

classification is crucial, as it can significantly impact the machine learning model's performance. Thist 

is evidenced by the increased accuracy of the k-Nearest Neighbors and naïveBayess models when 

applying ensemble feature selection. The accuracy of k-NN reached 93.58%, the highest achieved during 

the entire experimental process using the k-NN model. Similarly, the accuracy of Naïve Bayes improved 

to 82.71%. However, in contrast, the accuracy of the multilayer perceptron and support vector machine 

models either decreased or did not improve. This decline is likely due to the loss of other features that 

contain essential information, which can reduce the performance of these models. 

The ensemble feature selection process revealed that selected color features constituted 36.36% of 

the total extracted color features (4 out of 11 features). In comparison, selected texture features 

accounted for 25% of the total texture features (6 out of 24 features). These results indicate that color 

features demonstrate greater suitability for the ensemble feature selection model than texture features. 

Notably, none of the color moment features were selected during the ensemble feature selection process, 

suggesting their limited contribution to feature selection. This lack of contribution stems from two key 

factors: (1) during single feature selection, none of the color moment features achieved a score of 5, and 

(2) color moment features only provide global color summarization of clove quality, lacking the detailed 

discriminative power of RGB and HSV features. 

Ensemble feature selection is suitable for machine learning models such as k-NN and Naïve Bayes. 

Both models benefit substantially from this process, though through distinct mechanisms. For k-NN, 

ensemble feature selection improves distance calculation accuracy by eliminating redundant feature 

noise. In naïve Bayes, the method enhances model performance by reducing feature correlations that 

violate the algorithm's independence assumptions. Furthermore, ensemble feature selection simplifies 

the classification problem by identifying and retaining only the most relevant and consistent attributes 

within color and texture feature spaces. The k-NN model shows particular promise for automated clove 

quality sorting applications. Implementing this approach could significantly improve upon current 

manual assessment methods, which are inherently subjective due to their reliance on visual inspection 

and human experience. 

In contrast to k-nearest neighbor and naïve bayes models, the support vector machine and multilayer 

perceptron exhibited reduced classification accuracy following feature selection. The SVM model 

demonstrated a 0.68% accuracy decrease, while MLP performance declined by 2.41%. This performance 

reduction can be attributed to fundamental differences in model architectures: (1) SVM relies on kernel 

transformations to map data into high-dimensional spaces, where removal of features critical for class 

separation may diminish effectiveness; and (2) MLP's performance degradation results from the loss of 

essential feature interactions when numerous features are eliminated, as observed across all feature 

selection processes applied to clove quality classification. 

Furthermore, the 10 features retained after ensemble feature selection proved overly simplistic for 

these models, potentially leading to underfitting. This simplification particularly affected the MLP's 

ability to learn complex, non-linear relationships between features, while the SVM struggled with 

reduced dimensionality in the transformed feature space. In addition to testing performance in 

classification, the research also tested computing time. The results of the computing time test of the four 

applied machine learning models are shown in Table 5. 
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Table 5: The Computation Time Required for Each Experiment (in milliseconds) 

Model Without FS Model Feature Selection 

CS MI VT RFE RL EFS 

K-NN 217 206 207 204 212 499 123 

NBC 110 40.7 40.4 39. 4 37.8 93.4 32 

SVM 6020 3080 3010 3080 2630 2570 1390 

MLP 84000 68000 64000 72000 75000 76000 55100 

The test results in Table 5 show that applying ensemble feature selection can reduce the computation 

time of all machine learning models tested. The application of ensemble feature selection can reduce 

features by 25 features. Moreover, there are only ten selected features. These ten features are consistent 

features when applying a single feature selection. These ten features are features that are always selected. 

This is so that the EFS model can improve the machine learning model’s performance, especially 

conventional machine learning models. 

In contrast to the application of single feature selection, some models experience an increase in 

computation time, such as in the feature selection method with lasso regression. Previously, without 

applying feature selection, the resulting computation time for K-NN 217 milliseconds increased to 499 

milliseconds. 

Comparative Study 

This study is also compared with several other studies using single-feature and ensemble feature 

selection. Traditional feature selection has been made by (Corrales et al., 2022; Iniyan & Jebakumar, 

2022; Lasso et al., 2020; Olu-Ajayi et al., 2023) Where the outcomes demonstrate that the machine 

learning model's performance may be impacted by the use of feature selection. Then the application of 

ensembling feature selection there have also been several that have done it, such as (Faizin et al., 2024; 

Seijo-Pardo et al., 2019), the process of determining the threshold when applied to the quality of cloves, 

the accuracy of the cloves decreased as tested in Table 4. N. Singh & P. Singh (Singh & Singh, 2021). 

The method used was not applied to the case of clove quality because the process of providing thresholds 

was repeated. The results of the comparison of existing research and those carried out are shown in Table 

6. 

Based on comparing accuracy from several studies shown in Table 6 by applying feature selection, 

the machine learning method has advantages, such as in (Iniyan & Jebakumar, 2022) SVM has the best 

accuracy. (Olu-Ajayi et al., 2023) have the best accuracy when using decision trees, (Singh) naïve Bayes 

has the best performance, and (Faizin et al., 2024) K-NN has the best performance. Furthermore, 

compared with the proposed EFS method, its accuracy is better than other EFS methods, such as those 

used by (Seijo-Pardo et al., 2019). When using the EFS method (threshold) for clove quality 

classification, the accuracy is 91.79% for K-NN and Naïve Bayes 80.74%. Different from the proposed 

ensemble method for K-NN accuracy, reaching 93.58%, and naïve Bayes at 82.71%. This shows that 

the proposed EFS process effectively filters features that still have noise, in contrast to using thresholds 

that still accommodate these features even though they are not yet relevant and consistent because they 

have passed the set threshold. In addition, the proposed ensemble method can reduce the feature 

dimension so that the resulting feature subset is smaller and more informative. Then, the K-NN and 

naïve Bayes methods experienced increased accuracy performance because both methods are susceptible 

to high dimensionality. The comparison did not use the same data in this study because the clove quality 
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image data was acquired independently. For this reason, the approach used has the potential to be applied 

in a broader context or on a more diverse dataset. 

Table 6: Performance Comparison of the Proposed Method with Existing Ones. 

References  Method Feature Selection Method Accuracy 

S. Iniyan [29] Mutual Information SVM 92.43% 

Olu-Ajayi, et al. [40] Comparison of feature selection DT 68% 

Seijo-Pardo et. El [30] Ensemble Feature Selection (Threshold) SVM 82% 

Singh [37] Ensemble Feature Selection (Hybrid) NB 88% 

Faizin [36] Ensemble Feature Selection (Threshold) K-NN 85.87% 

Proposed method Ensemble Feature Selection K-NN 93.58% 
 

Finally, the findings from the ensemble feature selection process provide valuable insights for 

agricultural applications, particularly in the classification of clove quality. By identifying the most 

relevant color and texture features, this approach can improve the accuracy and efficiency of automated 

clove classification systems. In agriculture, traditional manual classification methods rely heavily on 

subjective visual inspection, which can lead to inconsistent and unreliable results. The EFS model 

prioritizes color features (36.36% of the total color features). It is particularly beneficial for machine 

learning models like k-NN and Naïve Bayes, as it helps eliminate redundant features and reduces noise. 

This leads to more accurate clove quality classification, making the sorting process faster and more 

objective. Furthermore, the reduced performance of models like SVM and MLP highlights the 

importance of careful feature selection, as simplifying the feature set too much can lead to underfitting, 

which may negatively impact the ability to classify complex agricultural data. Ensemble feature 

selection can significantly improve clove quality classification, streamlining the sorting process and 

ensuring more reliable outcomes in agricultural practices. 

5 Conclusion 

This study develops an ensemble feature selection model to enhance clove quality classification in 

accordance with SNI 01-3392-1994 standards. From an initial set of 35 extracted features, five distinct 

selection methods were employed: chi-square, mutual information, variance threshold, recursive feature 

elimination, and lasso regression. The proposed model operates by aggregating features that consistently 

achieve a perfect selection score (score=5) across all methods, thereby creating an optimized feature 

subset. Four machine learning algorithms—k-NN, SVM, Naïve Bayes, and Multilayer Perceptron—

were evaluated. The analysis revealed significant variations in both selected features and model 

performance across different feature selection approaches. The ensemble method demonstrated notable 

improvements, increasing accuracy by 2.66% for k-NN and 1.66% for Naïve Bayes when utilizing the 

optimal 10-feature subset. However, performance degradation was observed in MLP and SVM models. 

These findings suggest that feature weighting adjustments could potentially enhance performance for 

these algorithms. Importantly, the ensemble approach consistently reduced computational time across 

all tested models, demonstrating its efficiency. 
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