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Abstract 

This study employs a dataset acquired from an Algorithm Introductory Class at a Brazilian 

university, where students were evaluated on "21st Century Skills" and engaged in an online 

environment allowing social interactions via postings and comments. Extensively generating 

pertinent inferences from this heterogeneous dataset—which consists of qualitative reactions to 

student postings as well as quantitative skill assessments—is challenging. Particularly in an 

interactive, online learning setting, conventional grading methods might not fairly represent a 

student's aptitudes range. Therefore, a good model is required to investigate these complex 

interactions and project student development. makes advantage of a Deep SVM architecture by 

combining Residual Deep Belief Networks (DBNs) for feature extraction with Kernel-based Support 

Vector Machines (KSVM) for classification. This work provides a novel approach combining 

Residual Deep Belief Network (DBN) for feature extraction with Kernel Support Vector Machine 

(KSVM) for classification. Application of residual DBN for feature extraction offers a complete 

mechanism to control and assess the high-dimensional data generated by grading assessments and 

online activity of students. The study combines many data sources—online interactions and 

traditional grades—into a logical framework. For the training dataset, the proposed KSVM achieves 

an accuracy of 91.4%, which is higher than e-LION (85.3%), OLAP-DGCNN (88.7%), SEt-VD-

CNN (90.2%), and BR2-2 T-MICE (84.9%). 

Keywords: eLearning, DEEP SVM, Residual DBN, Predictive Analytics, Student Behavior. 

1 Introduction 

The eLearning environments distinguished by digital collaboration and project-based learning has 

generated plenty of data on student performance and behaviour. Studies employing such data have 

demonstrated that enabling insights into students' involvement and skills helps to significantly raise 

learning outcomes (Amin et al., 2023; Senthilrajan et al., 2025; Ezaldeen et al., 2023). In educational 

settings, for instance, advanced analytics can aid to enable tailored learning and improve teaching 

strategies (Hussain et al., 2024). This data-driven approach conforms to the general trend of handling 
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educational challenges by means of data analytics and machine learning. Although educational data 

analytics has significant potential, some challenges persist (Moharm & Eltahan, 2020; Kumari et al., 

2024; Mangaroska et al., 2021; Nguyen et al., 2020; Franzoni et al., 2020; Jakkaladiki et al., 2023; Kew 

& Tasir, 2022; Maher et al., 2020; Singhvi et al., 2025; Naveenraj et al., 2025).  

The objectives of this study are: 

• To develop a robust method for feature extraction and classification from complex educational 

datasets. 

• To enhance the accuracy of predictions regarding student performance by employing machine 

learning. 

This work provides a novel approach combining Residual Deep Belief Network (DBN) for feature 

extraction with Kernel Support Vector Machine (KSVM) for classification. Application of residual DBN 

for feature extraction offers a complete mechanism to control and assess the high-dimensional data 

generated by grading assessments and online activity of students. This method enhances the extraction 

of significant features, therefore increasing the quality of input for future classification; by means of 

KSVM for classification, the study achieves higher predicted accuracy than other methods. The study 

combines many data sources—online interactions and traditional grades—into a logical framework. 

Given its ability to control non-linear connections and high-dimensional data, KSVM is particularly 

helpful for the complicated character of the dataset. This helps one to understand student performance 

and involvement from a more holistic perspective. 

2 Related Works 

Advanced data analytics and machine learning techniques have helped the field of e-learning to develop 

remarkably recently. Many approaches have been proposed to address different aspects of educational 

data analysis from ontology-based assimilation to deep learning for performance prediction (Amer et 

al., 2025). 

Introduced in (Paneque et al., 2023), the e-LION (e-Learning Assimilation ONtology) semantic 

model shows notable improvement in the assimilation and analysis of educational data (Shoeb & Gupta, 

2012; Silva et al., 2025). This approach aggregates numerous e-learning knowledge bases into a single 

ontological framework, therefore improving data analysis and predictive modelling. e-LION fills the 

model with data from numerous Learning Management Systems (LMSs), including private and public 

sources, therefore supporting advanced semantic querying and reasoning (Al-Yateem et al., 2024). 

Giving a robust approach to understand and improve educational performance, the model has shown 

good success in integrating new semantic models and doing predictive analysis on student interactions. 

Since it highlights its possibilities as an ontological mediator, future semantic model assimilation in e-

learning would profit considerably from the validation via case studies. 

By applying deep learning techniques, the Educational Decision Support System (EDSS) in 

efficiently projects student performance. Under the EDSS approach, data management aggregates ETL 

processes, data preparation, and OLAP. Deep Graph Convolutional Neural Networks (DGCNN) are 

used in predictive modelling, therefore providing a practical platform for academic decision-making. By 

means of a Kaggle dataset, the evaluation of the model indicates its ability to enhance decision help for 

teachers, so suggesting that EDSS offers a valuable tool for data analysis and guidance of educational 

plans. 
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The work in (Alahmari et al., 2023) explores how student participation in e-learning environments 

could be quantified by means of convolutional neural networks (CNNs). In this work three CNN models: 

all-CNN, network-in-network (NiN-CNN), and very deep CNN (VD-CNN) are evaluated. These models 

enable teachers of online learning environments to analyse students' degrees of involvement and facial 

expressions. The research highlights the effectiveness of these CNN architectures in capturing and 

comprehending students' emotional states and interactions, so offering interesting study of the efficiency 

of several CNN models for engagement analysis (Choset & Bindal, 2025). 

Emphasising client retention, (Golec et al., 2023) a examining anonymous users notably benefits 

from this approach since it eliminates the need for more user demographic data. The results suggest that 

while LSTM networks are effective at forecasting course purchases and understanding customer 

behaviour, they are a useful tool for business applications in e-learning. 

The work published in (Tirumanadham et al., 2024) offers a fresh approach of feature selection 

designed to improve prediction accuracy for educational outcomes. Ridge (L2) regularisation is 

aggregated in a two-tier feature selection process using the Boruta optimisation approach. In 

hyperparameter tuning the research also combines a three-tier ensemble model containing Random 

Forest, Bayesian Optimisation with Support Vector Machine, and Gradient Boosting with Particle 

Swarm Optimisation (PSO). Multiple Imputation by Chained Equations (MICE), Z-score normalisation, 

SMote for handling imbalanced datasets, and so on help the model to perform better. With exceptional 

accuracy of up to 98.74%, the method definitely exceeded more traditional approaches. This study 

underlines in table 1, how effectively sophisticated feature selection and ensemble techniques could 

enhance educational forecasts and planning. 

Table 1: Comparison of Methods 

Method Algorithm Methodology Outcomes 

e-LION (Paneque et 

al., 2023) 

Ontology-Based 

Assimilation 

Consolidation of diverse LMS 

data sources; advanced semantic 

querying and reasoning; 

predictive modeling and time-

series forecasting 

Improved data 

assimilation and 

prediction accuracy; 

potential for future 

semantic model 

assimilation 

EDSS (Shoeb & 

Gupta, 2012) 

Deep Graph Convolutional 

Neural Network 

(DGCNN) 

Data preprocessing, ETL, OLAP 

processing; predictive modeling 

of student performance using 

DGCNN 

Enhanced decision 

support for educators; 

efficient academic 

decision-making 

CNN Models 

(Alahmari et al., 

2023) 

Convolutional Neural 

Networks (All-CNN, NiN-

CNN, VD-CNN) 

Analysis of students' facial 

expressions and engagement 

using different CNN 

architectures 

Effective measurement of 

student engagement; 

insights into CNN model 

performance 

Forecasting Model 

(Golec et al., 2023) 

Long Short-Term Memory 

(LSTM) and Multi-Layer 

Perceptron (MLP) 

Deep learning for forecasting e-

learning course purchases; 

analysis of customer retention 

without demographic data 

Superior prediction 

accuracy with LSTM; 

practical for anonymous 

user analysis 

Feature Selection 

(Tirumanadham, 

2024) 

Ridge Regularization, 

Boruta, Random Forest, 

Bayesian Optimization, 

Gradient Boosting, PSO 

Feature selection using advanced 

techniques; ensemble models for 

hyperparameter tuning; data 

handling with normalization and 

imputation 

High prediction accuracy 

(up to 98.74%); effective 

feature selection and 

model performance 
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While these methods show remarkable development in educational data analysis, they occasionally 

find it difficult to merge many data sources like in Table 1 holistically and successfully. E-LION and 

EDSS might not fully handle the complexity of heterogeneous datasets or offer scalable solutions even 

if they enhance data assimilation and predictive modelling. Moreover, the use of CNNs and deep 

learning models typically concentrates on certain aspects of student behaviour and performance, 

therefore enabling space for more all-encompassing approaches incorporating numerous data sources. 

We need more general and integrated systems that can handle several educational data and provide more 

insightful analysis. 

3 Proposed DEEP SVM for Predictive Data Analytics in eLearning 

The proposed method shown in figure 1, makes advantage of a Deep SVM architecture by combining 

Residual Deep Belief Networks (DBNs) for feature extraction with Kernel-based Support Vector 

Machines (KSVM) for classification. One tries to project student acceptance based on their online 

interactions and competency evaluations. Comprising five skill ratings and seven response types, the 

dataset is first preprocessed to control missing values and standardise the data. Residual DBN derived 

from the input data is made of many Restricted Boltzmann Machines (RBMs) overlaid with residual 

connections. This phase preserves required information by recording complex, non-linear relationships 

between the skills and reactions, hence lowering dimensionality. Using a non-linear kernel to divide the 

data into two classes—"Approved" and "Not Approved"—the KSVM is then fed the extracted features. 

The model is trained using a labelled dataset then evaluated about recall, accuracy, and precision.  

 

Figure 1: Proposed Framework 

 

 

Data Preprocessing 

Handling missing data using Imputation 

Technique 

Standardize the Dataset 

Feature Extraction using residual DBN 

Initialize and Stack RBMs with 

Residual Connections 

Train each RBM Layer wise using 

Contrastive Divergence 

Extract deep features from final Layer 

Classification using KSVM 

Feed Extracted features into KSVM Select Appropriate Kernel (Eg .RBF) 

Train KSVM using labelled Data 

(Approved/ Not Approved) 

Perform hyper parameter 

Optimization 
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Pseudocode 

1. Load dataset 

2. Preprocess data: 

   a. Impute missing values 

   b. Standardize features 

3. Initialize Residual DBN: 

   a. For each RBM in the stack: 

      i. Initialize RBM parameters 

      ii. Train RBM with Contrastive Divergence 

      iii. Pass output to the next RBM layer with residual connections 

4. Extract deep features from the final RBM layer 

5. Initialize KSVM: 

   a. Select kernel function (e.g., RBF) 

   b. Train KSVM on extracted features 

6. Optimize hyperparameters using grid search or another optimization method 

7. Evaluate model on test data: 

   a. Calculate accuracy, precision, recall 

8. Output predictions and evaluation metrics 
 

3.1. Data Preprocessing  

The step of data preparation determines very much whether the dataset is ready for feature extraction 

and classification. The major goals of this phase are to standardise the input characteristics and control 

missing data so ensuring consistent and notable analysis. 

3.1.1. Handling Missing Data 

K-Nearest Neighbours (KNN) imputation replaces the average of the values of the closest neighbours. 

The KNN imputation method is defined as in equation 1: 

𝑥𝑖 =
1

𝑘
∑ 𝑥𝑗𝑗∈𝒩𝑘(𝑖)   (1) 

Where: 

îx  - imputed value for the missing data point xi, 

( )k iN  - set of k nearest neighbors of xi, 

xj - known values of the neighbors. 

3.1.2. Standardization of Features 

After imputation of missing values, the dataset consists of features with various sizes and units, which 

in machine learning models—especially those using distance-based metrics, such SVMs—may generate 

biassed results. We thus standardise the characteristics using Z-score so that each one of them equally 

influences the model, as in equation 2. 
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𝑧𝑖 =
𝑥𝑖−𝜇

𝜎
  (2) 

Where: 

zi - standardized value of the original feature xi, 

μ - mean of the feature, 

σ - standard deviation of the feature. 

By means of a standard normal distribution (mean = 0, standard deviation = 1), the features are 

transformed so that the model is less sensitive to the individual feature magnitude and more concentrated 

on their relationships. This standardising is especially important in the DEEP SVM architecture since it 

ensures that the deep feature extraction method of the Residual DBN as well as the consequent KSVM 

classification are executed on a constant scale. 

3.2. Feature Extraction Using Residual DBN 

Residual DBN captures complex, hierarchical representations of data by way of the deep design of the 

network. This approach helps to convert the raw, high-dimensional input data into a more abstract and 

compact representation—which can be effectively used for classification tasks including student 

performance prediction in eLearning. 

3.2.1. DBN Structure 

The layers of a DBN are trained sequentially in a greedy, layer-wise manner between visible layer v and 

a hidden layer h, where each RBM models the joint distribution of the visible and hidden units. 

The energy function for an RBM is defined as in equation 3: 

𝐸(𝒗, 𝒉) = − ∑ 𝑣𝑖
𝑛
𝑖=1 𝑎𝑖 − ∑ ℎ𝑗

𝑚
𝑗=1 𝑏𝑗 − ∑ ∑ 𝑣𝑖

𝑚
𝑗=1

𝑛
𝑖=1 ℎ𝑗𝑤𝑖𝑗  (3) 

Where: 

1 2{ , , , }nv v v= v  - visible units, 

1 2{ , , , }mh h h= h - hidden units, 

ai and bj - visible unit bias and hidden unit bias, respectively, 

wij - weights between the vi and hj. 

The joint probability distribution is then given by in equation 4: 

𝑃(𝒗, 𝒉) =
1

𝑍
𝑒𝑥𝑝( − 𝐸(𝒗, 𝒉))  (4) 

Where Z - partition function ensuring that the distribution sums to one. 

3.2.2. Training the DBN with Residual Connections 

Traditional DBNs suffer from difficulties in training deeper layers due to issues like vanishing gradients. 

To overcome this, Residual Connections are introduced, where each layer in the DBN is connected not 

only to the next layer but also to every subsequent layer, creating shortcut paths that facilitate the flow 

of gradients during backpropagation. The residual connection can be mathematically expressed as in 

equation 5: 
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𝒉(𝑙+1) = 𝑓(𝑾(𝑙)𝒉(𝑙) + 𝒃(𝑙)) + 𝒉(𝑙) (5) 

Where: 

( )lh - output of the hidden layer at level l, 

( )lW  and 
( )lb  - weights and biases of layer l, 

f(⋅) - activation function (ReLU), 

( 1)l+h - output after applying the residual connection. 

The addition of the residual term 
( )lh ensures that information from the previous layer is directly 

passed to the deeper layers, making the model more robust and easier to train. This architecture allows 

the DBN to capture both low-level and high-level features effectively. 

3.2.3. Feature Extraction Process 

After training, the final hidden layer of the Residual DBN contains a compact, high-level representation 

of the original input data.  

These features are then used as inputs for the classification model (in this case, KSVM) to predict 

student outcomes. The Residual DBN’s ability to capture complex relationships and dependencies 

within the data makes it particularly well-suited for eLearning environments, where student behavior 

and performance can be influenced by various intertwined factors. 

Pseudocode for Feature Extraction Using Residual DBN 

1. Initialize network parameters: 

   a. Set number of layers L 

   b. Define sizes for visible and hidden layers for each RBM 

   c. Initialize weights W[l] and biases b[l] for each layer l 

2. Pretrain the DBN layer by layer: 

   For each layer l in 1 to L: 

      a. Initialize RBM with visible units size = size of h[l-1] (input size) 

         and hidden units size = size of h[l] (output size) 

      b. Train RBM using Contrastive Divergence: 

         i. For each training sample x in the dataset: 

            - Compute hidden activations: h[l] = sigmoid(W[l] * x + b[l]) 

            - Reconstruct visible units: v_reconstructed = sigmoid(W[l].T * h[l] + b_visible[l]) 

            - Update weights: W[l] += learning_rate * (x.T * h[l] - v_reconstructed.T * h_reconstructed) 

            - Update biases: b[l] += learning_rate * (x - v_reconstructed) 

      c. Extract deep features from the trained RBM 

3. Introduce residual connections between layers: 

   For each layer l in 2 to L: 

      a. Modify hidden layer activation with residual connection 

4. Fine-tune the entire network (optional): 

   a. Stack all RBMs to form the deep network 
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   b. Use a supervised learning algorithm (e.g., backpropagation) to fine-tune the weights W[l] and 

biases b[l] across the entire DBN 

5. Feature extraction: 

   a. Pass the input data through the entire network: 

      For each training sample x in the dataset: 

         - Initialize h[0] = x 

         - For each layer l in 1 to L 

      b. Collect the output of the final hidden layer h[L] as the extracted features 

6. Output the deep features: 

   - The final deep features h[L] are used for subsequent classification tasks 
 

3.3. Classification Using Kernel-based Support Vector Machines (KSVM) 

KSVM are employed to classify data into distinct categories by leveraging the power of kernel functions 

to handle non-linear decision boundaries. In the context of the proposed method, KSVM is used to 

classify the deep features extracted from the Residual Deep Belief Network (DBN) into two classes: 

"Approved" and "Not Approved." The process involves several key steps: 

3.3.1. Kernel Function and Feature Mapping 

KSVM utilizes a kernel function to map the features into a higher-dimensional space to construct a 

decision boundary. The kernel function 
( , )i jK x x

computes the similarity between two feature vectors 

ix
 and jx

 in this higher-dimensional space in equation 6.  

𝐾(𝒙𝑖, 𝒙𝑗) = 𝑒𝑥𝑝 (−
‖𝒙𝑖−𝒙𝑗‖2

2𝜎2 )  (6) 

Where:  

σ - parameter that controls the width of the Gaussian kernel.  

3.3.2. Optimization Problem 

The optimization problem is formulated as in equation 7: 

Minimize 
1

2
‖𝒘‖2 + 𝐶 ∑ 𝜉𝑖

𝑛
𝑖=1   (7) 

Subject to as mentioned in equation 8: 

𝑦𝑖(𝒘 ⋅ 𝜙(𝒙𝑖) + 𝑏) ≥ 1 − 𝜉𝑖  (8) 

Where: 

w - weight vector defining the hyperplane, 

b - bias term, 

ξi - slack variables allowing for some misclassifications, 

C - regularization parameter. 
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The function ( ) x represents the feature mapping induced by the kernel function. The optimization 

seeks to balance between a large margin and a small classification error. 

3.3.3. Classification 

Once the optimal hyperplane is determined, classification of a new data point x involves calculating the 

decision function in equation 9: 

𝑓(𝒙) = sign(∑ 𝛼𝑖
𝑛
𝑖=1 𝑦𝑖𝐾(𝒙𝑖, 𝒙) + 𝑏)  (9) 

Where:  

αi - Lagrange multipliers and the decision function f(x) provides the class label. 

Pseudocode for Classification Using KSVM 

1. Load the Deep Features 

   - Load the dataset of deep features extracted from the Residual DBN. 

2. Define Kernel Function 

        - For RBF Kernel:        

2

2
( , ) exp

2

i j

i jK


 −
= − 

 
 

x x
x x

‖ ‖
 

3. Prepare the Training Data 

   - Split the dataset into training and test sets. 

   - For each sample in the training set, extract features ( )ix and corresponding labels yi. 

4. Set Up the Optimization Problem 

   - Define the SVM optimization problem 

5. Train the KSVM Model 

       - Use an SVM solver (e.g., SMO or a quadratic programming solver) to compute the optimal w , 

b, and Lagrange multipliers i . 

6. Make Predictions 

   - For each test sample x : 

     - Compute the decision function: 
1

( ) sign ( , )
n

i i i

i

f y K b
=

 
= + 

 
x x x  

           - Predict the class label based on the sign of ( )f x . 

7. Evaluate the Model 

4 Results and Discussion 

In our experiments mentioned in table 2, we evaluated the proposed KSVM model using deep features 

extracted from the Residual DBN against several existing methods, including e-LION, OLAP-DGCNN, 

SEt-VD-CNN, and BR2-2 T-MICE. The experiments were implemented using Python with libraries 
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such as scikit-learn for KSVM and TensorFlow/Keras for Residual DBN. The computational 

environment was managed using Jupyter Notebooks.   

Table 2: Experimental Setup/Parameters 

Parameter Value 

Number of Layers in Residual DBN 6 

Hidden Units per Layer [256, 128, 64, 64, 128, 256] 

Batch Size 64 

Learning Rate 0.001 

Number of Epochs 50 

Kernel Function Radial Basis Function (RBF) 

Kernel Parameter (σ) 0.5 

Regularization Parameter (C) 1.0 

Optimizer for KSVM Sequential Minimal Optimization (SMO) 

Train-Test Split Ratio 80%/20% 

Cross-Validation Folds 5 

Data Preprocessing Method KNN Imputation and Z-Score Standardization 

Feature Extraction Method Residual DBN 

4.1. Datasets 

The Student Skills Dataset (Oubalahcen & Tamym, 2023) provides a comprehensive view of student 

performance based on various essential skills, with the result derived from the average score of these 

skills. The Reactions Dataset (www.kaggle.com) captures student interactions and feedback on peers' 

posts, reflecting engagement and perceptions in the online learning environment. Together, these 

datasets offer insights into student behavior and performance, enabling a thorough analysis of their 

learning outcomes and interaction patterns. 

4.1.1. Student Skills Dataset 

This dataset shown in table 3, contains information about student performance in a project-based 

Algorithm Introductory Class, focusing on various 21st-century skills. The dataset as in table 3 was 

compiled over four months and includes the following columns: 

Table 3: Dataset Description of Students Skill 

Column Name Description 

StudentID Unique identifier for each student. 

SK1 Score for Critical Thinking and Problem Solving Skills (0 to 10). 

SK2 Score for Creativity and Innovation Skills (0 to 10). 

SK3 Score for Constant and Self-Learning Skills (0 to 10). 

SK4 Score for Collaboration and Self-Direction Skills (0 to 10). 

SK5 Score for Social and Cultural Responsibility (0 to 10). 

FinalResult Final class result (Approved/Not Approved), 

based on the average of SK1 to SK5 scores. 
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4.1.2. Reactions Dataset 

This dataset records in table 4, the reactions students provided on their peers' posts. Each entry represents 

a reaction to a specific post, limited to one reaction type per post per student, with a maximum of 10 

reactions per day. 

Table 4: Dataset Description of Students Reaction 

Column Name Description 

StudentID Unique identifier for each student. 

PostID Unique identifier for each post. 

ReactionType Type of reaction given (e.g., Confusing post, Amazing post, etc.). 

Date Date when the reaction was given. 
 

Table 5: Performance Evaluation over Training and Testing Data Split 

Method Dataset Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

Execution 

Time 

(s) 

e-LION Training 85.3 84.1 86.2 85.1 120 

Testing 83.8 82.9 84.5 83.7 130 

OLAP-

DGCNN 

Training 88.7 87.5 89.4 88.4 150 

Testing 86.2 85.1 87.3 86.2 160 

SEt-VD-

CNN 

Training 90.2 89.1 91.3 90.2 140 

Testing 87.6 86.7 88.5 87.6 150 

BR2-2 T-

MICE 

Training 84.9 83.6 85.8 84.7 110 

Testing 82.1 81.4 82.7 82.0 120 

Proposed 

Method 

Training 91.4 90.3 92.5 91.4 135 

Testing 89.2 88.1 90.3 89.2 145 
 

The results in Table 5 show that the proposed KSVM method outperforms existing methods in both 

training and testing phases. For the training dataset, the proposed KSVM achieves an accuracy of 91.4%, 

which is higher than e-LION (85.3%), OLAP-DGCNN (88.7%), SEt-VD-CNN (90.2%), and BR2-2 T-

MICE (84.9%). Its precision of 90.3% and recall of 92.5% are also superior compared to the other 

methods, with e-LION showing 84.1% precision and 86.2% recall, and BR2-2 T-MICE at 83.6% 

precision and 85.8% recall. The F1-Score for KSVM stands at 91.4%, indicating a balanced performance 

in precision and recall, surpassing e-LION (85.1%), OLAP-DGCNN (88.4%), SEt-VD-CNN (90.2%), 

and BR2-2 T-MICE (84.7%). For the testing dataset, KSVM maintains high performance with an 

accuracy of 89.2%, precision of 88.1%, and recall of 90.3%. This compares favorably against e-LION 

(83.8% accuracy, 82.9% precision, and 84.5% recall) and other methods. The execution time for KSVM 

is 135 seconds for training and 145 seconds for testing, which, while slightly higher than some methods, 

provides a strong balance of performance and efficiency. 
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Table 6: Evaluation on Test Set 

Test 

Sets 

Method Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Execution Time 

(s) 

100 e-LION 82.5 81.2 83.1 82.1 115 

OLAP-DGCNN 85.4 84.3 86.0 85.1 140 

SEt-VD-CNN 87.3 86.2 88.1 87.1 130 

BR2-2 T-MICE 81.8 80.5 82.2 81.3 110 

Proposed 

KSVM 

89.0 87.8 90.3 88.9 125 

200 e-LION 83.0 81.8 84.2 82.9 118 

OLAP-DGCNN 86.0 85.0 86.5 85.7 145 

SEt-VD-CNN 88.0 86.8 88.7 87.7 135 

BR2-2 T-MICE 82.0 80.7 82.5 81.6 115 

Proposed 

KSVM 

89.5 88.2 90.8 89.5 130 

300 e-LION 83.2 82.0 84.5 83.3 120 

OLAP-DGCNN 86.3 85.2 87.0 86.1 150 

SEt-VD-CNN 88.5 87.2 89.1 88.2 140 

BR2-2 T-MICE 82.3 81.1 82.9 82.0 120 

Proposed 

KSVM 

89.7 88.5 91.0 89.8 135 

400 e-LION 83.4 82.2 84.7 83.5 122 

OLAP-DGCNN 86.5 85.4 87.2 86.3 155 

SEt-VD-CNN 88.7 87.4 89.3 88.3 145 

BR2-2 T-MICE 82.5 81.4 83.1 82.3 125 

Proposed 

KSVM 

89.8 88.7 91.2 89.9 140 

500 e-LION 83.6 82.4 84.8 83.7 125 

OLAP-DGCNN 86.7 85.6 87.4 86.5 160 

SEt-VD-CNN 88.8 87.5 89.4 88.4 150 

BR2-2 T-MICE 82.6 81.5 83.3 82.4 130 

Proposed 

KSVM 

89.9 88.8 91.3 90.0 145 

 

The proposed KSVM method consistently shows superior performance as in Table 6 across all test 

sets compared to existing methods. The accuracy of KSVM ranges from 89.0% to 89.9%, surpassing e-

LION (82.5% to 83.6%), OLAP-DGCNN (85.4% to 86.7%), SEt-VD-CNN (87.3% to 88.8%), and BR2-

2 T-MICE (81.8% to 82.6%). Precision, recall, and F1-score also favor KSVM, with precision from 

87.8% to 88.8%, recall from 90.3% to 91.3%, and F1-score from 88.9% to 90.0%. This performance is 

notably higher than e-LION (81.2% to 82.4% precision, 83.1% to 84.8% recall), OLAP-DGCNN (84.3% 

to 85.6% precision, 86.0% to 87.4% recall), SEt-VD-CNN (86.2% to 87.5% precision, 88.1% to 89.4% 

recall), and BR2-2 T-MICE (80.5% to 81.5% precision, 82.2% to 83.3% recall). Although the execution 

time for KSVM (125s to 145s) is higher than some methods, the trade-off is justified by its superior 

accuracy and balanced performance metrics. 

5 Conclusion  

The proposed KSVM method significantly outperforms existing techniques—e-LION, OLAP-DGCNN, 

SEt-VD-CNN, and BR2-2 T-MICE—across various performance metrics. The KSVM achieves higher 
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accuracy, precision, recall, and F1-score in comparison to the other methods, demonstrating its 

effectiveness in classifying and analyzing student behavior and performance in the eLearning dataset. 

Specifically, KSVM's accuracy ranges from 89.0% to 89.9%, while precision and recall reach up to 

88.8% and 91.3%, respectively, consistently surpassing the benchmarks set by existing methods. The 

method's F1-score also reflects its balanced performance, ranging from 88.9% to 90.0%, which is 

superior to the scores of other methods. Although the execution time for KSVM is slightly higher, 

ranging from 125 to 145 seconds, this trade-off is justified by its superior predictive performance. 

Overall, the KSVM method offers a robust solution for analyzing complex student behavior and 

performance data, providing actionable insights and enhancing the effectiveness of eLearning systems. 

The results affirm the effectiveness of KSVM in handling large-scale datasets and its potential for 

broader applications in educational data analytics. 
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