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Abstract 

Purpose: Chronic Kidney Disease (CKD) is one of the world’s top 20 causes of death. This novel 

study focuses on creating a prediction system for chronic kidney disease. It leverages T2 weighted 

MRI images and machine learning for efficient CKD classification, replacing labour-intensive 

manual processes. The adaptability of machine learning models accommodates changing disease 

patterns and diverse data sources. The purpose of this study is to investigate CKD, characterized by 

a sustained reduction in renal function lasting at least three months. CKD severity is gauged by 

kidney damage extent and glomerular filtration rate decline. The ultimate stage of CKD is end-stage 

renal disease. 

Methods: The study focuses on various feature extraction from MRI data using (kNN), Discrete 

Wavelet Transform (DWT), Discrete Cosine Transform (DCT), and Gray level co-variance matrix 

(GLCM) along with a few morphological operations. Three Different sets of features are extracted, 

and Machine Learning Classification Models (Logistic Regression (LR), Support Vector Classifier 

(SVM), Decision Tree (DT), Random Forest (RF), k-Nearest-Neighbors (kNN), Naïve Bayes (NB)) 

are trained and tested on these set of features. 

Results: Experiment results show that LR Classifier gives the highest Accuracy of 92% for GLCM 

features.  SVM and RF Classifier provide the highest Accuracy of 91.5% for DCT features, and RF 

Classifier gives the highest Accuracy of 86.6%. Based on predictions made by each model, a soft 

voting classifier is trained and tested to achieve the best Classification for each set of features. This 

study helps analyse the influence of the voting classifiers obtaining an accuracy of 90% for GLCM 

features, followed by 89% for DCT features and 84% for DWT features.  

 
Journal of Wireless Mobile Networks, Ubiquitous Computing, and Dependable Applications (JoWUA),                 

volume: 15, number: 2 (June), pp. 202-225. DOI: 10.58346/JOWUA.2024.I2.014 

*Corresponding author: PhD Research Scholar, Department of Computer Science and Engineering, Amrita 

School of Computing, Bengaluru, Amrita Vishwa Vidyapeetham, India. 

mailto:afnaankhadar06@gmail.com
mailto:bp_peeta@blr.amrita.edu
mailto:tripty_singh@blr.amrita.edu
mailto:bhanu_prakash@bii.a-star.edu.sg


Comparative Analysis for Feature Extraction and Prediction of 

CKD Using Machine Learning 
                                         K. Afnaan et al. 

 

203 

Conclusion: The suggested system offers a comparative analysis of classification models and 

techniques for feature extraction. The results of performance evaluation illustrate the efficacy of 

different feature extraction and classification approaches. This will contribute to the timely 

detection, routine examination, and efficient control of CKD. 

Keywords: Discrete Wavelet Transform, Discrete Cosine Transform, GLCM, CKD, Random 

Forest, Machine Learning. 

1 Introduction 

CKD is a persistent decline in renal function for at least three months. Its severity is determined by the 

amount of kidney damage and the decrease in glomerular   filtration rate. The end-stage renal disease 

represents the most critical stage of CKD. The National Kidney Foundation (NKF) uses the following 

definition of CKD: “if the kidney damage, such as proteinuria, haematuria, or pathological abnormality, 

or glomerular filtration rate is less than 60 mL/min/1.73 m2 and lasts for more than three months”. 

The kidneys aim to eliminate excess fluid and waste from the bloodstream to create urine. If an 

individual has Diabetes, high blood pressure, and heart disease are all potential causes of CKD as 

discussed in (Alnazer et al., 2021). CKD can be treated if detected early. Renal replacement therapy, 

such as transplantation or dialysis, is eventually required as in (Kim & Ye, 2021). CKD is diagnosed 

through physical examination. Blood Test measures the level of creatinine, which increases when 

kidneys are not functioning correctly. A higher level of creatinine is an indicator of CKD (Mishr et al., 

2020). Urine Tests help to determine if the patient has increased levels of albumin protein, which 

indicates kidney damage. Glomerular filtration rate (GFR) test measures how well the kidneys filter 

waste from the blood. A low GFR suggests the presence of CKD is mentioned in (Vinayagam et al., 

2022; Satukumati et al., 2019; Thamara et al., 2021). 

Classification of medical images is important in understanding and categorizing abnormalities from 

various imaging modalities. MRI is one of the most high-resolution imaging modalities available (Faisal 

et al., 2018; Cenggoro et al., 2023; Abdullah., 2020; Kumar et al., 2023). T1 and T2 weighted MRI are 

the most common MRI sequences. T2 Weighted MRI is used in this study. T2 weighted image (T2WI) 

is a basic MRI pulse sequence. Longer TE (Time to Echo) and TR (Repetition time) times generate         

T2-weighted images (Hemasree et al., 2022). T2 images have a high contrast because, in imaging, tissues 

with a low T2 value will appear dark as they have lost most of their signal strength, whereas tissues with 

a high T2 value will appear bright as they have a stronger signal. For various reasons, machine learning 

outperforms the best approach for feature extraction and Classification of Kidneys as chronic and not 

chronic (Kutlu et al., 2021; Uyan, 2022). Machine learning techniques can automate the process of 

feature extraction and Classification, which takes a lot of time and effort to extract features and perform 

Classification manually (Bakti et al., 2021; Prakash et al., 2023; Srinivasa et al., 2023). Machine learning 

algorithms or models in the context of paper are adaptable because they can be re-trained on new data 

(data generated each time after applying different feature extraction methods), allowing them to adapt 

to changes in the underlying disease process (Juma et al., 2023; Salman et al., 2023; Park et al., 2019). 

This paper proposes a novel feature extraction method by converting the MRI images to grayscale 

images using various Grayscale as well as morphological operations along with the discrete 

mathematical wavelet transform and discrete cosine transform operations(Jonnerby et al., 2023; 

Nowakowski et al., 2021; Trivedi et al., 2023). Different Classification algorithms are given input with 

various feature extraction, and the accuracy and evaluation matrices of various classification algorithms 

are compared with the extracted features. Based on predictions made by each of the Classification 

models, a voting classifier is trained and tested for each of the feature sets to analyse the best 
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Classification this study can perform with the extracted features for Chronic and Healthy Kidney MRI 

images (Babu et al., 2021; Mosa et al., 2022; Karankar et al., 2017; Mathew et al., 2022). 

SIFT (Scale Invariant Feature Transform) provides an exceptional example of features, such as edges, 

masses, and corners, of a picture at a specific intrigue point. It offers a collection of elements with no 

issues that some other methods have as discussed in (Pattanayak et al., 2022; Chen et al., 2019). The 

features utilized are Contrast, Angular second moment, Entropy, and Correlation. The KNN classifier 

classifies the images based on training data, resulting in an overall accuracy of around 91% as applied 

in (Kumar & Pati, 2023; Afza et al., 2021). Identifying patterns in kidney ultrasound images involves 

utilizing five-intensity histogram features and nineteen grey-level co-occurrence matrix features. This 

combination allows for the categorization of the images into four distinct groups: regular, bacterial 

infection, cystic disease, and kidney stones as in (Gayathri et al., 2022). The analysis of statistics and 

texture features, including using scale-invariant feature transform (SIFT), has revealed that features like 

Energy, Variance, and Kurtosis are elevated in typical kidney images compared to those with renal 

abnormalities. This distinction in feature values can be utilized to differentiate between normal and 

abnormal kidney conditions as presented in (Pati et al., 2022; Singh et al., 2019). 

The process of creating a classification model for kidney ultrasound images involves preprocessing, 

feature extraction, and feature selection. Preprocessing steps such as cropping, interpolation, rotation, 

and background removal are performed to enhance image quality and diagnostic Accuracy. Texture 

features are extracted using grey level co-occurrence matrix (GLCM) and include statistics such as 

Energy, entropy, homogeneity, correlation, contrast, and dissimilarity. The obtained features are then 

reduced to a more manageable subset through principal component analysis (PCA) as in (Babu et al., 

2022). This research introduces a modified multi-resolution DWT (MMDWT) an algorithm built on the 

Laplacian pyramid and 1D discrete wavelet transform (DWT) provides n-level decomposition with 

reduced computational complexity and compatibility with all types of mother wavelets as in (Vinayagam 

et al., 2022; Nair et al., 2019, Cantoni et al., 2020). 

The remainder of the paper is as follows. Section II provides the data description and the image 

preprocessing. It elaborates on the different extraction methods used to collect multiple features along 

with the Machine Learning algorithms used in this study to perform Classification. Section III focuses 

on the experiments and results. Section IV provides brief discussion followed by conclusion. 

 

Figure 1: Block Diagram of the Proposed Methodology 
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2 Methods 

Data Preprocessing and Description 

In this paper, we have used Kidney T2 Weighted MRI Dataset patented in (Daniel et al., 2021)., which 

is a publicly available Dataset indexed in Open AIRE. The Dataset contains a collection of 100                       

T2-weighted abdominal MRI scans. The scans were obtained from 50 healthy control individuals and 

50 patients suffering from CKD. The MRI scans are accompanied by kidney masks manually marked 

by experts. This MRI sequence aims to increase the Accuracy of segmentation by optimizing the contrast 

between the kidneys and the tissue surrounding them. Half of the scans were taken from individuals with 

no health issues, while the other half were from patients with CKD. 

The acquired Dataset contained files in 3D.nii (Neuroimaging Informatics Technology Initiative) 

format. Each file was converted to jpeg format, resulting in about 8 to 14 jpeg slices per 3D MRI file. 

Jpeg images from 50 Healthy Kidney MRI and 45 Chronic Kidney MRI data were taken for 

classification purposes, respectively. The converted jpeg images for healthy Kidneys were 650, and for 

Chronic Kidneys were 585. Entirely, 1235 images were generated. All blank images generated during 

3D to 2D file conversion were removed. Total of 1010 images were taken for further processing. All the 

images were converted to Grayscale before applying image processing operations and extracting 

features. 

The Kidney MRI data used in this paper is used for performing kidney segmentations in one of the 

open-access journals. The following Dataset has yet to be used to train and test machine learning models 

or perform feature extraction techniques. MRI is one of the high contrasts and best imaging modalities, 

which helps perform good quality analysis. This is the only publicly available MRI CKD Dataset. MRI 

provides a better understanding of the textural patterns and features than other Modalities, such as 

ultrasound and Computed Tomography. The novelty lies in presenting various feature extraction and 

machine learning classification techniques to extract high-quality MRI features to perform better 

Classification. 

Feature Extraction Techniques 

The feature extraction consists of three variations in the paper, firstly using the Discrete Wavelet 

Transform operation. Secondly, use morphological and GLCM operations, and finally, use Discrete 

Cosine Transform operations. 

Discrete Wavelet Transform 

The discrete wavelet transform (DWT) is a method of wavelet transformation where wavelets are 

sampled at definite intervals. DWT simultaneously provides both spatial and frequency domain 

information for images. The Wavelet Transform employs a set of functions known as wavelets, each 

with a different scale. 

The wavelet was applied to assess various frequencies present in an image at different scales. DWT 

is being utilized as a potent tool for feature extraction. DWT was used to obtain wavelet coefficients 

from magnetic resonance (MR) images of the kidneys. 

DWT  𝐶( s) = {
𝑑𝑘, 𝑙 = ∑  𝑐( s)ℎ ∗ 𝑘( s − 2𝑘𝑙)

𝑑𝑘, 𝑙 = ∑  𝑐( s)𝑔 ∗ 𝑘( s − 2𝑘𝑙)
                                                                                  (1) 
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Figure 2: The Line Plot of 256 DWT Features for the Chronic Kidney MRI Sample 

Equation 1 presents how DWT is calculated. The coefficients dk, l refers to the wavelet function's 

component attribute in signal c(s). In the mathematical equation, the coefficients of the high-pass and 

low-pass filters are represented by h(s) and g(s), respectively. The parameters I and j denote the wavelet 

scale and translation factors. 

DWT is beneficial for extracting features from MRI images due to its ability to capture low-frequency 

and high-frequency components. It can also easily be used to analyse multi-dimensional signals such as 

the ones represented by MRI images. DWT can be applied to MRI images to extract a set of wavelet 

coefficients used as features for subsequent analysis of Kidney Image Classification tasks. DWT 

decomposes each image into a set of detailed coefficients at different scales. The number of coefficients 

extracted equals the number of pixels in the images at that scale. The total number of coefficients 

generated from a Gray level 256x256 image at a given level of decomposition is 256x256. 

Features extracted are the individual measurable classify characteristics of Kidney MRI images that 

are used to them into different classes. The sum and average of features are statistical measures that can 

be used to summarize the distribution and behaviour of the features across a Feature set. The sum of 

features is the total value of a feature across all instances in a dataset; they indicate the overall magnitude 

or scale of features across a Feature set. The average of features, also known as the Mean, is the sum of 

a feature divided by the number of instances in a dataset. The average of features provides a measure of 

the central tendency value of a feature across a dataset. Fig. 2 plots all 256 features for one Sample 

Healthy Kidney (in orange) and one Sample Chronic Kidney (in blue) MRI Images. 

All the coefficient values extracted from the sample Healthy Kidney Image range between 2115 and 

6904. The sum and Average Mean of all the Healthy Kidney Sample Image features are 953000 and 

3720, respectively. In Fig. 2, the blue line plot presents all 256 features for one Chronic Kidney MRI 

Image. All the coefficient values extracted from the Images range between 988 and 4630. The sum and 

Average Mean of all the Chronic Kidney Sample Image features are 788000 and 3080, respectively. The 

lowest and highest feature values, Sum, and Average mean feature values for the sample Healthy Kidney 

MRI Image are more significant than the Chronic Kidney MRI Image. For   example, mean for the 

healthy image feature is 3720, and for Chronic, 3080. The image's spatial and frequency domain 

information, which means the coefficients generated during feature extraction. These coefficients are 

lesser in Chronic Kidney MRI Images when compared to Healthy images because Chronic Kidneys do 

not have a fuller appearance like healthy kidneys. Imaging findings show reduced kidney size in patients 
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with CKD, particularly at advanced stages, which has led to smaller coefficient values generation. DWT 

cannot accurately capture the differences in the high-frequency components of the abnormalities in 

Kidney MRI Images, generating smaller values for Chronic images when compared to DCT. 

Discrete Cosine Transform 

The Discrete Cosine Transform (DCT) represents an image as a combination of sinusoidal functions 

with varying intensity and frequency. The DCT function computes the 2D transformation of the image. 

DCT is applied to both the class of images and 1024 features are extracted for each image to provide a 

machine learning model as input to perform Classification. Equation 2 describes how DCT extracts 

feature from 2D MRI images. 

𝐵𝑚𝑛 = 𝛼𝑚𝛼𝑛 ∑  

𝐾−1

𝑘=0

 ∑  

𝐿−1

𝑙=0

 𝐴𝑘𝑙 cos 
𝜋(2𝑘 + 1)𝑚

2𝐾
cos 

𝜋(2𝑙 + 1)𝑛

2𝐿
,  

0 ≤ 𝑚 ≤ 𝐾 − 1

0 ≤ 𝑛 ≤ 𝐿 − 1

𝛼𝑚 = {
1/√𝐾, 𝑚 = 0

√2/𝐾, 1 ≤ 𝑚 ≤ 𝐾 − 1
𝛼𝑛 = {

1/√𝐿, 𝑛 = 0

√2/L, 1 ≤ 𝑛 ≤ 𝐿 − 1

                  (2) 

DCT is a mathematical transformation used in image compression and feature extraction in Kidney 

MRI Images because it can reduce noise such as Gaussian noise, salt and pepper noise, and speckle noise 

from Kidney MRI images while preserving the most significant features. Since DCT has essential 

functions designed to be orthogonal and compact, it captures the fundamental characteristics while 

reducing redundancy. This transform is computationally efficient and can be applied to this large Dataset 

of Kidney MRI Images. Additionally, the DCT can detect subtle kidney changes that would otherwise 

go unnoticed. To transform each 256x256 gray image using DCT, the image is divided into 8x8 blocks. 

Each block is then altered using the DCT formula, which produces a set of 64 DCT coefficients. These 

coefficients represent the frequency content of the block in terms of low-frequency and high-frequency 

components. For each block, the DCT coefficient represents the average value of the block, and the other 

coefficients represent the variations from this average value. Since there are 64 coefficients for each 8x8 

block, and the original image has 256x256 pixels, the total number of DCT coefficients produced is 

256x256 / 8x8 x 64 = 1024. 

Fig. 3 plots all 1024 features for one Chronic Kidney MRI Image. All the coefficient values extracted 

from the Images range between -1818 and 11302. For this sample image, the Sum and Average Mean of 

all the features are 1490000 and 1460, respectively. Fig. 4 plots all 1024 features for one Healthy Kidney 

MRI Image. All the coefficient values extracted from the Images range between -4564 and 54232. For 

this sample image, the Sum and Average Mean of all the features are 1440000 and 1410, respectively. 

We can see how the range of feature values extracted differs for healthy and chronic Kidney images, 

along with the Mean and the sum of the features. The plots in Figure. 3 and Figure. 4 present the line 

plots' differences and DCT is applied for Chronic and Healthy Kidney MRI Images. The DCT 

coefficients of CKD images tend to be higher than those of healthy kidney MRI images because of the 

presence of abnormal organs or tissues in CKD MRI images. For example, the mean for Chronic Images 

is 1460, and for Healthy Images, it is 1410. Thus, DCT coefficients can be used to accurately distinguish 

between healthy and CKD images by examining the differences in their respective pixel intensities. DCT 

is often used as a baseline or reference point for comparing and evaluating the feature values of 

individual instances or subsets of MRI image data. 
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Figure 3: Line Plot of 1024 DCT Features for Chronic Kidney MRI Sample 

 

Figure 4: Line Plot of 1024 DCT Features for Healthy Kidney MRI Sample           

GLCM and other Image Processing Operations 

Firstly, the all-MRI images are converted to Grayscale, and various operations are applied to extract the 

Mean and standard deviation of each type of image, removing 20 crucial features. The different imaging 

operations include Histogram equalization, bilateral filters, clahe operation, and Otsu binarization: zero 

inversion, Sobel filter, erosion, and morphological dilation operations. GLCM features include Energy, 

correlation, dissimilarity, homogeneity, contrast, and entropy. Once all of these features are extracted, 

they are stored in a data frame and extracted into an Excel sheet containing 20 features. Table 1 presents 

Population mean values for all the features extracted from the combined Healthy and Chronic MRI 

Image dataset. 

During preprocessing, all the 2D images generated are converted to grayscale images, and then 

various operations are applied onto them. GLCM features and other morphological operations. Features 

are generated from grayscale images.  Histogram Equalization is used in Computer image processing to 

enhance the contrast in images by distributing the most frequent intensity values evenly. CLAHE 

(Contrast Limited Adaptive Histogram Equalization) is a variation of this technique that limits contrast 

amplification to prevent excessive noise amplification. In CLAHE, the amount of contrast amplification 

for each pixel is determined by the slope of the transformation function. Dilation is a technique used to 
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enlarge the pixels in an image by using a structuring element. Erosion, on the other hand, is used to 

remove pixels on the borders of an object. In other words, it shrinks the foreground objects. 

Table 1: The Table Contains all the Features Extracted by Performing Various Operations, and their 

Calculated Population Mean Value Against Each Feature 

Features Mean value Features Mean value 

Gray image Mean 55.4 Histogram image Mean 61.9 

Gray Image STD_Dev 43.9 HistogramImageSTD_Dev 75.4 

Adaptive image Mean 24.4 Dilation image Mean 79.1 

AdaptiveImageSTD_Dev 46.7 Dilation Image STD_Dev 51.7 

clahe image Mean  105.2 Energy 0.04 

clahe Image STD_Dev 62.5 Entropy 176.2 

Sobel image Mean    4.6 Correlation 0.9 

Sobel Image STD_Dev     1110.4 Dissimilarity 7.5 

Erosion image Mean 24.9 Homogeneity 0.2 

Erosion Image STD_Dev 25.7 Contrast 176.2 
 

 

a) Original   b) Grayscale    c) Histogram Equalization 

 

d) Clahe Operation    e) Erosion Operation   f) Dilation Operation 

Figure 5: Images After Performing and Applying Various Operations 

In Fig. 5 sample images, Each Feature is extracted based on mathematical equations; the equations 

are presented below for a few features. 

Mean   =    𝜇𝑖 = ∑𝑘,𝑙=0
𝑁−1  𝑘(𝑃𝑘,𝑙),     𝜇𝑗 = ∑𝑘,𝑙=0

𝑁−1  𝑙(𝑃𝑘,𝑙)                                    (3) 

𝐒𝐭𝐚𝐧𝐝𝐚𝐫𝐝 𝐃𝐞𝐯𝐢𝐚𝐭𝐢𝐨𝐧 =  𝜎𝑘
2 = ∑  

𝑁−1

𝑘,𝑙=0

 𝑃𝑘,𝑙(𝑘 − 𝜇𝑘)2, 𝜎𝑙
2 = ∑  

𝑁−1

𝑘,𝑙=0

 𝑃𝑘,𝑙(𝑙 − 𝜇𝑙)2

𝜎𝑘 = √𝜎𝑘
2,  𝜎𝑙 = √𝜎𝑙

2

      (4) 
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Mean and Standard deviation is calculated for all the images after applying various image processing 

operations, and the estimated mean and standard deviation for each type are stored in the extracted 

features data. Equations 3 and 4 are the commonly used equations. 

Gray Image - (R + G + B / 3)      (5) 

RGB Image or color consists of 3 layers R, G, and B. It's a 3- dimensional matrix, and the grayscale 

image is of only two dimensions, and the values range between 0–255 (8-bit unsigned integers). All 

images used for processing are converted to Grayscale, and then various operations are applied in 

equation (5). 

Histogram Equalization – 𝑠𝑘 = 𝑇(𝑟𝑘) = (𝑄 − 1) ∑  𝑘
𝑙=0 𝑝𝑟(𝑟𝑙) =

(𝑄−1)

𝑁2
∑  𝑘

𝑙=0 𝑛𝑙             (6) 

In equation (6) shows Histogram Equalization enhances contrast in images by redistributing the 

frequency of intensity values by expanding the range of intensity values in the image resulting in a global 

contrast improvement. Adaptive Histogram Equalization is a variant of histogram equalization 

difference; instead of computing a single histogram for the entire image, it calculates multiple 

histograms, each for a distinct section. Contrast Limited Adaptive Histogram Equalization (CLAHE) is 

a modified version of adaptive histogram equalization that introduces contrast limiting with the 

additional steps of histogram clipping and re-equalization. 

Sobel – Sobel is an edge detection filter in image processing. The Input MRI image convolves with 

the horizontal Sobel kernel to obtain a flat gradient image 𝑷x, then convolve the image with the vertical 

Sobel kernel to obtain a vertical gradient image 𝑷y. The gradient magnitude of each pixel in the image 

is then computed as the square root of the sum of the squares of the corresponding 𝑷x and 𝑷y values 

using in equation (7) and (8): 

𝑃 = √𝑃𝑥
2 + 𝑃𝑦

2                                                                                        (7) 

This gradient magnitude image P can be thresholder to detect edges in the image. The gradient 

direction of each pixel as the arctan of the ratio of the 𝑷y and 𝑷x values:    

𝛩 = 𝑎𝑟𝑐𝑡𝑎 𝑛 (
𝑃𝑦

𝑃𝑥
)                                                                                 (8) 

Erosion and dilation are basic image-processing operations used to manipulate objects' shape and 

size within an image. These operations use a mathematical formula, usually represented as a matrix or 

kernel.  

Erosion(P) = BP     (9) 

Dilation(P) = B ⊕ P     (10) 

In Equation (9) and (10), where P is the original MRI image, B is the kernel or structuring element 

used for erosion and ⊖ denotes the erosion operator. The erosion operation involves sliding the kernel 

over the MRI image and performing a logical AND operation between the kernel and the corresponding 

pixels. If all the pixels in the kernel are non-zero, the center pixel of the kernel is set to 1. Otherwise, it 

is set to 0. The resulting image after erosion is a smaller version of the original image where the 

boundaries of objects have been eroded. Dilation operation is similar to erosion difference being logical 

OR Operation, and the resulting image after dilation is a larger version of the original image where the 

boundaries of objects have been expanded. 

GLCM Features 

Energy -   ∑𝑘,𝑙=0

𝑃𝑘,𝑙(−𝑙𝑛 𝑃𝑘,𝑙)
                                                                           (11) 
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In equation (11) shows Energy value describes the uniformity of the texture by measuring the sum 

of squared elements. Energy value ranges between 0 and 1. 

Entropy -  ∑𝒌,𝒍=𝟎
𝑵−𝟏  

𝑷𝒌,𝒍

𝟏+(𝒌−𝒍)𝟐                                                                        (𝟏𝟐) 

Entropy value is calculated depending upon the number of gray levels present in an image. It focuses 

on the degree of disorder in equation (12).  

Correlation - ∑𝒌,𝒍=𝟎
𝑵−𝟏  𝑷𝒌,𝒍 [

(𝒌−𝝁𝒊)(𝒍−𝝁𝒋)

√(𝝈𝒌
𝟐)(𝝈𝒍

𝟐)]

∑𝒌,𝒍=𝟎
𝑵−𝟏  𝑷𝒌,𝒍|𝒌 − 𝒍|                    (𝟏𝟑) 

Correlation calculates how pixels are linearly dependent on each other or with the neighboring pixels 

within the matrix of image values in equation (13). 

Dissimilarity -    ∑𝒌,𝒍=𝟎
𝑵−𝟏  𝑷𝒌,𝒍

𝟐                                                                      (𝟏𝟒) 

Homogeneity -  ∑𝒌,𝒍=𝟎
𝑵−𝟏  

𝑷𝒌,𝒍

𝟏+(𝒌−𝒍)𝟐                                                               (𝟏𝟓) 

Homogeneity is inversely related to the contrast; it calculates the smoothness of the distribution of 

gray levels inside the image shows in equation (14) and (15). 

Contrast -    ∑𝑵 − 𝟏  𝑷𝒌, 𝒍(𝒌 −  𝒍)𝟐                                                     (𝟏𝟔) 

In equation (16) Contrast is calculated based on the presence of several edges and noises in the image. 

The higher the presence of these edges, the wrinkles in the image higher the contrast. Discrete Cosine 

Transform (DCT), Discrete Wavelet Transform (DWT), and Gray-Level Co-Occurrence Matrix 

(GLCM) (Tandel et al., 2021; Reddy et al., 2023) are popular methods used for feature extraction from 

medical images, including MRI images of the kidney. The various extracted feature vectors can 

experiment with classifiers to determine the most accurate classification method for each feature set. 

The DCT and DWT transform the Kidney MRI image into a set of Coefficients that represent the MRI 

image's frequency components. These frequency components can then extract various Kidney image 

features, such as texture and shape information. GLCM is used to quantify the spatial relationship 

between different Gray levels in a Kidney image. It provides information about the texture of a print, 

which can help differentiate between Healthy and Chronic Kidneys. Changes in the texture and shape 

of the kidney tissue identified with the help of features can be used to determine the presence of CKD. 

A distplot, a short form for distribution plot, is a type of plot commonly used in data analysis and 

data visualization to display the distribution of a dataset. The density is calculated using kernel density 

estimation (KDE). KDE works by estimating the probability density function of the dataset at each point 

along the x-axis. It does this by creating a kernel function at each data and then summing up the 

contributions of all the kernels to estimate the density at each point. The density of the feature set refers 

to the degree of concentration of the data points in each Feature in a given range. For example, In Fig. 

6, Gray Mean and Sobel Mean features have density values ranging from 0 to 5 and 0 to 20, respectively. 

A higher density indicates that the feature data points are concentrated in a smaller range. In comparison, 

a lower density suggests that the feature data points are spread out over a range. In Fig. 6, distplot is 

plotted for all 20 features containing GLCM and other components extracted by applying numerous 

image processing operations. This display describes the distribution of each of the features in the Feature 

set by presenting the spread and skewness. In the above plot, we can see different variations of plots like 

negative skewed, positive skewed and normally distributed, etc.; a narrow spread indicates that the 

values in the feature set are concentrated around a limited range or central tendency. 
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Figure 6: Plots of all 20 Features Extracted using GLCM and other Morphological Operations for a 

Complete Feature Set Comprising Image Features from Healthy and Chronic Kidney MRI Images 

The distplot for Histogram equalization, mean, standard deviation and display for Energy GLCM 

features will have tall and narrow peaks, indicating that most of the observations fall within a small 

range of values. A wide spread means that the values in the Feature set are more spread out and less 

concentrated around a central tendency. The distplot for Sobel Standard Deviation (SD) and Contrast 

GLCM feature has flatter peaks and broader tails, indicating that the observations cover a more extensive 

range of values. The distplots for almost all the features extracted by applying SD have symmetric 

distribution has a similar shape on both sides of the central tendency, like Gray SD and Adaptive SD. 

The Mean, median, and mode are all equal, and the dirt plots for these features have a bell-shaped curve. 

Histogram Equalization Mean feature and Correlation feature have a positively skewed distribution with 

a longer tail on the right side of the central tendency, indicating higher values than low values. The Mean 

is greater than the median, and the distplot will have a longer tail on the right side and a shorter tail on 

the left side. Energy, Adaptive Mean, and Homogeneity features provide a negatively skewed 

distribution with a longer tail on the left side of the central tendency, indicating more low values than 

high values. The Mean is less than the median, and the distplot will have a longer tail on the left side 

and a shorter tail on the right side. 

Classification Models Used 

In the proposed method, various traditional machine learning methods are compared to identify the best-

performing classifier for each of the ways of feature extraction. Here, five different models are used, 

they are as follows: Logistic Regression uses a sigmoid function in order to map the predicted probability 

values for binary Classification. In this paper, we have binomial image data, which can either be a 

Healthy Kidney or a Chronic Kidney. A few default parameters used in this work include a number of 

iterations, i.e., 100, Bias, or intercept in the function set to true (Alvee et al., 2021). A Decision Tree is 

used for classifying or predicting data based on a designated parameter. The model is trained and tested 

on data sets that include the desired categorization as Healthy and Chronic, making it a supervised 
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learning method (Gayathri et al., 2022). Random Forest Classifier uses multiple decision trees. Random 

Forest can be said as best suited for large feature datasets. A few default parameters of RF include ‘Gini’ 

to measure the quality of the split, no of Decision trees taken is 100, count of DCT, DWT, and GLCM 

features to consider for split 'sqrt.' The k-Nearest Neighbors algorithm employs supervised machine 

learning to label an unknown data point using previously labelled data. Distance algorithms, such as the 

Euclidean distance formula, are used to calculate how close two common features of healthy and chronic 

classes are from one another. A few default parameters are the number of neighbors given in numbers; 

weight is given uniformly by default, meaning each neighborhood data point is given equal weight. 

Naive Bayes, which is based on Bayes' Theorem. It uses the language of conditional probability. It 

assumes each category of features has its distribution. It calculates the probability of a data point in each 

category and gives the highest probability to a particular set of features. Support Vector Classifier SVC 

maps feature data points to a high-dimensional space and then locates the best hyperplane; SVC divides 

the data into Chronic Class and Healthy Class. (Alnazer et al., 2021) Parameters used for SVM are kernel 

as linear kernel and degree as 3, which means the polynomial degree of the kernel function. Soft Voting 

Classifier is one of the best methods for Accurate Classification. This approach to image classification 

uses an ensemble of all the classifiers. Each classifier is trained on the same Dataset and then voted on 

to decide the final output. The Soft Voting Classifier is especially effective for medical imaging tasks 

such as kidney MRI classification because it can combine the strengths of each classifier while 

mitigating weaknesses. 

3 Results 

Experiments of the proposed methodology have been categorized into three parts: Image preprocessing, 

feature extraction, and Classification. Jupyter Notebook is used for experimenting with the particular 

model with Python Version 3.11.1 on a Windows 11 Operating System with AMD Ryzen Processor with 

16GB RAM. In Fig. 7, the distribution of classes before performing Classification is presented. Various 

machine learning models have been applied to three different feature sets, the first being the GLCM and 

morphologically combined 20 features extracted for both healthy and chronic kidney classes. The second 

is the Discrete cosine transform; 1024 features create a DCT feature set for Kidney MRI images. The 

DCT feature set contains all the compressed co-efficient generated after converting the MRI images to 

grayscale images and resizing them. DCT gives 1024 features because the DCT array gives average 

sample values forming vectors ranging from -1024 and +1023 for each of the input images. All the 

features in the feature sets are provided as a data frame input to perform machine learning classification. 

A similar procedure or feature extraction technique called Discrete Wavelet Transform is applied to MRI 

images using similar steps, except that the data extracted contains 256 features which extract numerical 

features from Raw image data. DWT performs feature extraction at the decomposition level for grayscale 

images. The intensity of the grayscale image is stored as an 8- bit integer, offering 256 possible variations 

of Gray from black to white. Therefore, DWT extracts 256 features from each of the 2D images. All 

three features are sent to different lists. We concatenate two classes list to form Feature sets, and then 

they are split with training and testing ratios of 80 and 20 percent. 
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Figure 7: The above Bar Plot Describes the Class Distribution with Healthy Kidney and Chronic 

Kidney Containing 522 Healthy Kidney Images and 488 Chronic Kidney Images 

The various parameters used for each classifier in this work are: Logistic Regression (solver='lbfgs', 

max_iter=1000), Random Forest Classifier (n_estimators =100), KNN Classifier (n_neighbors=9, 

metric= 'Minkowski,' p = 4), Decision Tree Classifier (criterian:’gini', splitter='best,' min_samples=’2’), 

Naïve Bayes Classifier (GaussianNB, var_smoothing=1e-09) and Support Vector Machine Classifier 

(C=1.0, kernel=linear). 

    Predicted Labels Ground Truth (Actual Labels) 

Chronic Kidney Healthy Kidney 

Chronic Kidney True Chronic (TC) False Chronic (FC) 

Healthy Kidney False Healthy (FH) True Healthy (TH) 

Figure 8: Confusion Matrix for our CKD Classification 

 Precision  =
𝑇𝐶

𝑇𝐶 + 𝐹𝐶
                                               (17)

 Recall  =
𝑇𝐶

𝑇𝐶 + 𝐹𝐻
                                              (18)

F1 Score =
2 ×  precision ×  recall 

 precision +  recall 
                   (19)

 Accuracy  =
𝑇𝐶 + 𝑇𝐻

𝑇𝐶 + 𝐹𝐻 + 𝑇𝐻 + 𝐹𝐶
                        (20)

  

 

Equation (17)-(20) shows all the tables containing performance evaluation metrics values are the 

Average Mean values of both Healthy and Chronic class performances for each feature set.  

 True Chronic Rate  =
𝑇𝐶

𝑇𝐶 + 𝐹𝐻
                                    (21)

 False Chronic Rate  =
𝐹𝐶

𝐹𝐶 + 𝑇𝐻
                                    (22)

 

The ROC curve displays the relationship between TCR (True Chronic Rate) and FCR (False Chronic 

Rate) at various classification thresholds. Equations 21 and 22 present the calculation for TCR and FCR. 

By lowering the point, more items will be classified as positive, which will increase both False Positives 

and True Positives. The (Area Under the Curve-AUC) is determined by calculating the area under the 

ROC curve. ROC curves are plotted in this experiment, with the lowest value being 0 and the highest 

value being 1. 
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The confusion matrix for all the classification models for each feature set (GLCM, DCT, DWT) is 

presented in Table 8. Classifiers presented are as follows: LR (Logistic Regression), SVM (Support 

vector Machines), kNN (k nearest neighbors), DT (Decision Tree Classifier), RF (Random Forest), and 

NB (Naïve Bayes). 

All metrics are presented to compare how various metrics perform for various machine learning 

models. This paper compares multiple classification models on 3 different feature sets. Every model 

works differently for each of the feature sets depending upon the training data size and quality, 

distribution of data, and complexity of models. 

Chronic Kidney Disease Prediction using 6 Different Classification Models for GLCM, DWT, and 

DCT Feature Sets 

First, we present how machine learning classification models work for GLCM and morphological sets 

of features.     

Table 2: The Table Contains Performance Evaluation Metrics for 6 Models Arranged in the 

Decreasing Order of Accuracy, the First Accuracy being the Highest for GLCM Features Set 

Model Accuracy Precision Recall F1 score 

Logistic Regression 92% 92% 92% 92% 

Support Vector Classifier 89.6% 90% 90% 90% 

KNNeighbor Classifier 88.6% 89% 89% 89% 

Decision Tree Classifier 88.1% 88% 88% 88% 

Random Forest Classifier 86.6% 89% 89% 89% 

Naïve Bayes Classifier 77.7% 79% 78% 78% 
 

 

Figure 9: AUC (Area Under the Curve) Plot Comparison for all the Classification Models used is 

Described for the GLCM Feature Set 

Table 3: Table Presents the Distribution of Data for all the Features GLCM, DCT, and DWT Features 

GLCM Features Images Features (GLCM) Features (DCT) Features (DWT) Class Labels 

    Original Set 1010 20 1024 256 1 

Training Set 808 20 1024 256 1 

Test Set 202 20 1024 256 1 
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Table 3 presents all the Features set to split before applying classification models for Training and 

Testing. Logistic Regression performs better, providing the highest Metrices being Accuracy, Precision, 

Recall, and F1-Score, as presented in Table 2. In Table 6, for the GLCM feature set, Logistic Regression 

(LR) has a higher number of Truly Chronic and fewer numbers of falsely Classified as Chronic; fewer 

are Falsely classified as Healthy and a more significant number of Truly Classified as Healthy. As 

presented in Table 2, all the metrics, when calculated, come to around 92%, making it the best 

performing classifier for the data. Accuracy comes to 92%. SVC proves to be the second-best classifier 

for the following data giving similar values in the confusion matrix like logistic regression, except that 

it has fewer FC and lesser TC, as presented in Table 6. In Fig. 9, AUC curves are plotted for all the 

models giving the highest AUC score of 0.96 for Logistic Regression and Support Vector Machines. 

TCR and FCR are almost similar for LR and SVM models providing similar plotting of ROC curves. 

Table 4: The Table Contains Performance Evaluation Metrics for 6 Models Arranged in the 

Decreasing Order of Accuracy, the First Accuracy being the Highest for the DCT Feature Set 

         Model Accuracy Precision Recall F1 Score 

Random Forest Classifier 91.5% 90% 90% 90% 

Support Vector Classifier 91.5% 92% 92% 92% 

Logistic Regression 76.2% 76% 76% 76% 

KNNeighbor Classifier 76.2% 80% 77% 76% 

Decision Tree Classifier 73.2% 74% 74% 74% 

Naïve Bayes Classifier 69.3% 71% 69% 69% 
 

 

Figure 10: AUC (Area Under the Curve) Plot Comparison for all the Classification Models Used is 

Described for the DCT Feature Set 

The confusion matrix for all classification models for the DCT feature set is presented in Table 6. 

Random Forest Classifier and Support Vector Machines provide a Higher number of TC and TH than all 

the other models, proving RF and SVM to be the best classifiers for the DCT feature set. RF and SVM 

perform better, providing the highest Metrics. In Table 4, SVM and RF give the highest accuracy score 

of 91.5%, followed by the LR Classifier with an Accuracy score of 76.2%. Fig. 10 is the plot of AUC 

curves for all the models for comparison. SVM holds 0.97, and RF holds 0.967, the highest AUC score, 

followed by kNN with an AUC of 0.889. 
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Table 5: The above Table Contains Performance Evaluation Metrics for Six Models Arranged in the 

Decreasing Order of Accuracy, the First Accuracy being the Highest for DWT Feature Set 

Model   Accuracy    Precision    Recall     F1 Score 

Random Forest Classifier 91.5% 90% 90% 90% 

Support Vector Classifier 91.5% 92% 92% 92% 

Logistic Regression 76.2% 76% 76% 76% 

KNNeighbor Classifier 76.2% 80% 77% 76% 

Decision Tree Classifier 73.2% 74% 74% 74% 

Naïve Bayes Classifier 69.3% 71% 69% 69% 
 

 

Figure 11: AUC (Area Under the Curve) Plot Comparison for all the Classification Models Used is 

Described for the DWT Feature Set 

As Table 5 presents, Random Forest Classifier performs better, providing the highest Accuracy of 

86.6% along with Precision, Recall, and F-Score, followed by the KNN Classifier with an accuracy of 

85.1%. The confusion matrix for all the Classification models for DWT features is presented in Table 6. 

RF performs the best Classification compared to other classifiers, with more Truly Chronic and Truly 

Healthy. Fig. 11 shows the plotting of AUC curves for all the Classification models trained and tested 

for the DWT feature set. In Fig. 11, the AUC score of 0.947 for the kNN Classifier and the AUC score 

of 0.937 for the RF Classifier are presented. 

Table 6: Summarizes the Performance of all Classification Models with the Predicted and Ground 

Truth Labels of the Confusion Matrix Under each Feature set for Chronic and Healthy Kidney MRI 

Image Classification Problem 

Features Classifiers True Chronic (TC) False Chronic (FC) False Healthy (FH) True Healthy (TH) 

 

 

GLCM 

LR 100 8 8 86 

SVM 94 14 7 87 

kNN 91 17 6 88 

DT 94 14 10 84 

RF 90 18 7 87 

NB 75 33 12 82 

 

 

DCT 

RF 93 6 11 92 

SVM 93 6 11 92 

LR 80 19 29 74 

kNN 94 5 43 60 

DT 67 32 22 81 

NB 54 45 17 86 

 

 

DWT 

RF 89 10 17 86 

kNN 84 15 15 88 

SVM 84 15 16 87 

LR 78 21 19 84 

DT 76 23 25 78 

NB 57 42 16 87 
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Chronic Kidney Disease Prediction using Voting Classifier 

The Ensemble Vote Classifier is a meta-classifier for combining similar or conceptually different 

machine learning classifiers for Classification via majority or plurality voting. The Ensemble Vote 

Classifier implements "hard" and "soft" voting. In hard voting, we predict the final class label as the 

class label that has been predicted most frequently by the classification models. In soft voting, we predict 

the class labels by averaging the probabilities. In this experiment, we use a Voting Classifier provided 

by the sci-kit learn machine learning library. 

As presented in Fig. 12, a soft voting classifier is used here to combine the predictions of all the 

machine learning models used in this study to make a final prediction. In soft voting, we predict the class 

labels based on the predicted probabilities Pred 1, Pred 2, …. Pred 6 for all classification models used. 

Our ensemble model makes predictions with the following: 

𝑦̂ = arg max
𝑐

 ∑  

𝑚

𝑗=1

𝑤𝑒𝑖𝑔ℎ𝑡𝑗𝑝𝑟𝑒𝑑𝑐𝑗                                          (23) 

Where 𝑤𝑒𝑖𝑔ℎ𝑡𝑗 is the weight that can be assigned to the jth classifier, 𝑝𝑟𝑒𝑑 are the predictions made 

by each classifier shows in equation (23) and (24). 

𝑦̂ = arg max
𝑐

  [𝑝𝑟𝑒𝑑(𝑐0 ∣ 𝐱), 𝑝𝑟𝑒𝑑(𝑐1 ∣ 𝐱)] = 1                   (24) 

The binary classification task with class labels c belongs to {0,1}, which is Chronic and Healthy. 

Using uniform weights, the average probabilities are computed. x belongs to C(x), which is a prediction 

made by classifiers C.  

In soft voting, the final prediction is made based on the probability scores of each model's predictions. 

By combining the strengths of each classifier, Soft Voting Classifier can produce accurate results. 

Overall, Soft Voting Classifier is an excellent choice for accurately classifying kidney MRI images. 

In Fig. 13, various performance metrics such as Accuracy, Precision, Recall, and F1 Score are plotted 

for each feature set. GLCM feature set gives an accuracy of 90% along with other metrics. All the 

predictions made for the GLCM feature set by Different classification models are given as input to the 

voting classifier to decide the best and most accurate result. Voting Classifier is trained and tested, and 

Fig. 13 shows results for the performance of the voting classifier for Test data. In Table 7, the Confusion 

matrix for each of the feature sets is presented. 

Table 7: The Table Summarizes the Performance of the Soft Voting Classifier with the Predicted and 

Ground Truth Labels of the Confusion Matrix Under Each Feature set for Chronic and Healthy Kidney 

MRI Image Classification Problem 

   Classifier Features True Chronic 

(TC) 

False Chronic 

(FC) 

False Healthy 

(FH) 

True Healthy 

(TH) 

 

Soft Voting Classifier 

GLCM 93 15 6 88 

DCT 88 11 12 91 

DWT 82 17 15 88 
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Figure 12: Voting Classifier for CKD Classification 

 

Figure 13: Accuracy, Precision, Recall, and F1 Score plot for Different Feature Sets (GLCM, DCT, 

DWT) for Soft Voting Classifier 

4 Discussion 

Overall, when comparing all the models for various Feature sets, we can say that Classification models 

such as Decision Trees and Naïve Bayes result in the least Accuracy for all the Feature sets. Naïve Bayes 

assumes no correlation between the features and considers all features are conditionally independent. 

Naïve Bayes may not generalize well for highly correlated data extracted from MRI images. There might 

be outliers on the level of individual features. MRI image data can have complex structures, such as non-

linear relationships, that are difficult to capture with a Naive Bayes classifier. Due to the assumption of 

independence among features, the model cannot capture relationships between features. Decision Trees 
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have obtained less Accuracy because the tree structure may not be able to capture the linear relationships 

in the data. The Naïve Bayes Algorithm requires many training examples to estimate the parameters 

accurately. If the training set is small, being 202 images data, hence maybe the model is unable to 

generalize accurately. The question arises as to why none of the models can predict with 100 percent 

accuracy, the reasons being the features used to represent the Images in the Feature sets might not provide 

enough information for the classifiers to make higher accurate predictions and also machine learning 

algorithms are limited in their ability to capture complex relationships between the attributes of the 

Feature sets and the target or class. 

This paper makes an important contribution to medical image classification by tackling the problem 

of categorizing 2D Kidney MRI images using various feature extraction approaches and machine 

learning models. For the GLCM feature set, the Logistic Regression Model gets an amazing 92% 

accuracy, while the Support Vector Classifier and Random Forest Classifier obtain 91.5% and 86.6% 

accuracy, respectively. Despite slight changes in accuracy, the aggregate predictions of the Voting 

Classifiers are regarded more dependable, emphasizing the study's emphasis on robustness. 

Recognizing its limitations, the study primarily centres on classification accuracy metrics, with visual 

assessments conducted using confusion matrices and AUC plots. The dataset comprises 1010 2D MRI 

images, but future endeavours are aimed at refining performance metrics, enhancing dataset quality, and 

exploring publicly accessible datasets to validate medical image classification. 

To pave the way for future research, the study suggests feature selection techniques to enhance 

diagnosis precision. By leveraging relevant image portions instead of exhaustive features, this approach 

aligns with the ongoing quest for streamlined and accurate medical image analysis. Overall, this study's 

fusion of feature extraction and machine learning advancements contributes to the field and propels 

future advancements in medical image classification. 

5 Conclusions 

The problem undertaken in this paper is to extract different features to classify 2D Kidney MRI images. 

Feature sets are created using feature extraction techniques such as GLCM, DCT, and DWT, and 

Machine Learning Models are applied to the different Feature sets. The logistic Regression Model gives 

the highest Accuracy of 92% for the GLCM Feature set, Support Vector Classifier gives the highest 

Accuracy of 91.5% for the DCT Feature set, and Random Forest Classifier gives the highest Accuracy 

of 86.6% for DWT set. DCT feature set contains the highest features of 1024. SVM Classifier gives the 

highest Accuracy, which depicts that SVM outperforms other models for large Datasets. Voting 

Classifiers provide an accuracy of 90% for GLCM, 89% for DCT feature sets, and an Accuracy of 84% 

for DWT Feature sets. Although Accuracy is less by a few numbers, we consider the voting classifier’s 

performance as best for each feature set because this Accuracy is not based on individual models but on 

a collection of predictions from different models. Hence, the predictions and classifications made by the 

voting classifier are considered the most accurate predictions as presented in (Tandel et al., 2021). 

The experiments were conducted regarding classification accuracy score, precision, recall, score, and 

AUC Score. Also, we propose to use the visual evaluations for all the performance metrics along with 

the Confusion matrix and AUC Plots. This study is applied to 1010 2D MRI image Datasets. This study 

summarizes the effectiveness of various machine-learning techniques for MRI image classification 

tasks. Future work would be to improve Performance matrices and achieve higher Accuracy of machine 

learning models, often involving a combination of collecting more and higher-quality data by performing 

feature engineering and hyperparameter tuning. In the future, testing other publicly available image 
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datasets is suggested to determine the most appropriate models for medical image classification. As a 

future research direction, instead of using all extracted features, it is suggested to employ a feature 

selection method to select the most relevant parts of the medical Images for Diagnosis. 
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