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Abstract 

Cardiovascular disease (CVD) is the leading cause of death worldwide. Accurate and early diagnosis 

of cardiovascular disease (CVD) is essential for its timely treatment and management. However, 

this is challenging because traditional techniques for detecting heart diseases, such as auscultation, 

are highly subjective and prone to error. This study addresses this issue by building a novel 

customised deep learning architecture, SAINet, for automated CVD detection through heart sound 

analysis. Research is being conducted on the application of artificial intelligence (AI) to analyse 

phonocardiograms to detect CVD. This study aims to address this challenge by detecting heart 

disease using a novel customised neural network consisting of transfer learning techniques and 

convolutional neural networks to analyse heart sounds with increased accuracy, precision and recall 

and reduced computational complexity compared when compared to others.  Approximately 1000 

recordings of heart sounds were used to train and test the model. Data augmentation was performed 

to increase the size of the training data. Two combinations of datasets were used in the experiments. 

The first combination consisted of two categories of heart sound recording: normal and abnormal. 

The second combination consisted of one normal and four different abnormal categories of heart 

sounds. An accuracy of 99.68% was achieved with the first combination, and 99.58% with the 

second combination. Both combinations yielded values above 99% for precision, recall, specificity, 

and the F1-score. The method proposed in this study is suitable for embedding CVDs in real-time 

devices such as an electronic stethoscope. 

Keywords: Cardiovascular Diseases, Phonocardiogram, Transfer Learning, Convolutional Neural 

Networks, Deep Learning. 

1 Introduction 

The use of artificial intelligence (AI) in healthcare has been studied to automate repetitive tasks and 

make healthcare cheaper, more accessible, effective, accurate, and affordable (Sathyanarayanan & 

Chitnis, 2022; Chatterjee et al., 2024; Mumtaj Begum, 2022). Heart disease is a major cause of death 
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worldwide. Effective treatment is possible if the heart disease is detected early. Cardiovascular diseases 

(CVD) affect half a billion people worldwide. It has caused 20.5 million deaths in 2021. Almost 80% of 

strokes and heart attacks can be prevented by timely detection and treatment (World Heart Federation, 

2023; Sofiene et al., 2023; Trivedi et al., 2023).  

The last 50 years of advancements in cardiovascular medicine have provided the world with the 

knowledge and tools necessary to alleviate the harm to cardiovascular health (Kodric et al., 2021). 

Communities that have the greatest need for tools to diagnose, prevent, and treat CVDs do not have them 

(Watrianthos et al., 2020). Most CVD-related deaths occur in middle- and low-income countries. Most 

cardiovascular care is provided in high-income countries. This inequality needs to be addressed by 

integrating AI into healthcare to make cardiac care and healthcare, in general, more accessible to 

underserved segments of the population. Studies have been conducted to develop automatic heart sound 

classification algorithms based on numerous deep learning (DL) and machine learning (ML) techniques 

(Jelena et al., 2023; Sakthivel et al., 2019; Arora et al., 2024). 

Existing approaches rely on manual feature extraction or traditional ML techniques, which can be 

affected by noise, data variability, and limited generalisation (Bobir et al., 2024). DL techniques, which 

have been attempted by researchers, require high computational power (Kutlu et al., 2021). 

Distinguishing between specific heart diseases remains a challenge. This study aims to address this 

research gap by using advanced DL techniques, including transfer learning and convolutional neural 

networks (CNNs), to build a novel customised neural network, Sonic AI Net (SAINet), with an efficient 

architecture with minimal computation requirements that can perform multiclass classification 

accurately and efficiently, and has the possibility of real-time implementation by integrating it into a 

device such as an electronic stethoscope(Choi et al., 2022; Jelena et al., 2023). 

Heart Structure and Function 

The heart consists of two atria chambers and two ventricular chambers. The right atrium (RA) receives 

deoxygenated blood from the body and pumps it into the right ventricle (RV). The right ventricle pumps 

blood into the lungs for oxygenation. Oxygenated blood then returns to the left atrium (LA) and flows 

into the left ventricle (LV). The left ventricle pumps blood to the remainder of the body. This intricate 

structure ensures a unidirectional blood flow. Figure 1 shows a diagram of the human heart. 

 

Figure 1: Structure of the Human Heart – the Four Chambers and the Valves (human heart)  
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Heart Sounds: The closure of heart valves during the cardiac cycle generates heart sounds. S1 (the 

first sound) and S2 (the second sound) are the primary heart sounds. S3 and S4 are additional heart 

sounds that may be heard under certain conditions. S3, also known as the ventricular gallop, is common 

in children, athletes, and pregnant women but may indicate heart failure in adults. S4, atrial gallop occurs 

just before the next S1 and is a sign of cardiac ailment (Sathyanarayanan et al., 2023).  

Heart murmurs: Turbulent blood flow in the heart during the cardiac cycle generates sounds called 

heart murmurs. Murmurs can be classified as systolic or diastolic. Systolic murmurs occur between S1 

and S2. Diastolic murmurs occur between the S2 of the current cardiac cycle and the S1 of the subsequent 

cardiac cycle. Understanding the causes and types of murmurs is important for the diagnosis and 

management of cardiovascular conditions (Sathyanarayanan et al., 2023). 

Healthcare professionals use auscultation (Lubaib et al., 2015), which involves listening to heart 

sounds using a stethoscope and recognising potential abnormalities in heart sounds. This process is 

highly subjective and requires several years of clinical experience to master it. Even after that, there is 

a possibility of a faulty diagnosis. A phonocardiogram (PCG) is a plot of the audio waveform recorded 

in a non-invasive manner and provides information about heart function. The use of PCG and DL 

techniques has demonstrated significant promise for accurate and efficient diagnosis of cardiovascular 

diseases. The use of DL techniques to accurately analyse PCG to detect heart disease is promising. 

2 Background 

Heart sound classification algorithms: Traditional heart sound classification algorithms typically 

comprise pre-processing, segmentation, feature extraction, and classification steps using ML algorithms. 

These algorithms segment the signals into appropriate time intervals after removing noise and artefacts 

from heart sound signals and extracting informative features for classification. However, these methods 

require manual extraction of features. 

DL Techniques for Heart Sound Analysis 

DL techniques for heart sound analysis eliminate the feature extraction phase and do not require 

predefined rules. DL models automatically learn features to capture patterns and variations in heart 

sounds, which are often difficult to capture using traditional feature extraction methods. These models 

can improve performance with more data. DL can also handle large amounts of data, enabling the more 

accurate detection and classification of heart diseases. In addition, DL models can employ a transfer 

learning layer to improve their performance further. 

Convolutional neural networks (CNNs) and recurrent neural networks (RNNs) that can learn 

hierarchical representations from data and extract features have been used for the analysis of heart sound 

classification. 

Spectrograms 

A spectrogram is a pictorial depiction of the frequencies of a signal generated over time by applying the 

short-time Fourier transform (STFT) technique to the audio signal (Arora et al., 2020). Spectrograms 

are useful for identifying patterns and irregularities associated with specific physiological events from 

heart sounds. 
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Mel-spectrograms, a sample of which is depicted in Figure 2 use the mel scale, which is based on the 

non-linear response to frequency by the human auditory system, unlike the normal spectrogram, which 

uses a linear frequency scale (Zhou et al., 2022). The frequency axis is compressed at the lower end and 

expanded at the higher end, simulating human loudness perception. The logarithmic intensity scale 

emphasises changes in apparent loudness rather than absolute amplitude. It captures temporal changes 

in sound. Mel-spectrograms are robust to noise. The mel scale frequency is derived from equation (1). 

Mel (f) = 2595 log (1 + f / 100)                                                       (1) 

 

Figure 2: Sample Mel-spectrogram of a Heart Sound Audio Sample 

Convolutional Neural Networks (CNNs) 

CNNs are the preferred deep learning method for analysing image data, particularly for classifying heart 

sounds (Johnson et al., 2020). They use a multilayered architecture with specialised filters to learn 

relevant features and capture subtle differences within complex timbral and temporal structures. 

Multilayered architectures make them robust, making them excellent in various environments and with 

background noise or individual variations. Higher-level features are extracted as data pass through the 

neural network layers, capturing finer variations within heart sound categories. 

CNNS have the advantage of spatial invariance, because of which they are good at capturing and 

analysing heart sounds, regardless of variations in recording conditions or patient characteristics. CNNs 

can focus on small regions of input data simultaneously using local receptive fields, allowing them to 

detect patterns and variations in audio signals. They also use parameter sharing, reducing the number of 

parameters in the model and encouraging the network to learn spatially invariant features.  

Transfer Learning 

Transfer learning is the use of the knowledge learned from one task to learn a related task. Machine 

learning practitioners leverage pre-trained models on one task to build models faster and more 

effectively for similar or related tasks (Kora et al., 2022). Medical tasks can be handled efficiently using 

transfer learning. In the context of heart sound analysis, transfer learning enables the use of DL models 

trained on large image datasets, such as ImageNet, to extract relevant features from spectrograms. Using 

the knowledge acquired from these pre-trained models, transfer learning reduces the need for vast 

amounts of labelled data and accelerates the training process (Kora et al., 2022). 

Combination of Transfer Learning and CNNs 

CNNs are suitable for hierarchical representations of data. CNN, along with transfer learning for 

detecting diseases from mel-spectrograms, enables the use of a model with a pre-trained transfer learning 

layer that can be trained further with CNN to build a heart sound signal classification model. This reduces 

the training time of the model.  
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3 Related Work 

An in-depth survey by Sathyanarayanan et al., (2023) explored the application of machine learning 

techniques in heart disease detection. Dey et al., (2012) applied discrete wavelet transform (DWT) to 

spectrograms to classify heart sounds as normal or abnormal. Khan et al., (2022) proposed a completely 

automatic residual neural network model using power spectrograms of PCG audio samples as input for 

the diagnosis of multiple heart disorders. A CNN architecture developed by (Baghel et al., 2020) for 

multiclass classification of cardiac diseases provided very high accuracy in diagnosing multiple cardiac 

diseases on the test set. Shabbir et al., (2023) focussed on the classification of heart murmurs using 

CNNs trained on different signal representations, such as mel-frequency cepstral coefficients (MFCC) 

and spectrograms of phonocardiograms. SpectroCardioNet, an attention-based (DL) network that uses 

triple-spectrograms, that is, spectrograms, delta spectrograms, and double-delta spectrograms of PCG 

signals, for valvular disease detection, was built by (Chowdhury et al., 2022), and the researchers 

claimed to have obtained satisfactory results. Carter et al., (2023) combined deep CNNs to extract 

temporal signatures in heart recordings, enabling multi-label classification and severity determination, 

and incorporated explainable AI algorithms.  

Abubakar et al., (2021) proposed a hybrid CNN model for diagnosing heart conditions by analysing 

heart sound signals to classify heart sounds into three classes: normal, extrasystole, and murmur. Tao et 

al., (2021) designed a lightweight end-to-end 2D-CNN neural network with features from the frequency 

domain as input and reported an accuracy of 86%. Feng Li et al., (2022) reported an accuracy of 94.43% 

using improved MFCCs and ResNet. Proposed a hybrid model that uses spectrograms and interpolation 

for accurate training and data augmentation, combined with the Relief feature selection method, to 

optimise the feature maps. 

Yaseen et al., (2018) proposed an algorithm for heart sound classification using features extracted 

from phonocardiogram signals, such as MFCCs and DWT, and ML techniques, such as deep neural 

networks (DNN), support vector machines (SVM), and k-nearest neighbours (kNN) and claimed an 

accuracy of up to 97.9%. Spectrograms were generated from the heart sound signals using continuous 

wavelet transform (CWT), which were subsequently used as input to ten transfer learning networks by 

(Wang et al., 2022).  Four transfer learning networks (ResNet101, GoogleNet, DarkNet19 and 

darkNet201) gave the best results, with an accuracy of 98%. The centroid frequency, a time-varying 

spectral feature,  was used to classify three heart sounds by (Upretee et al., 2019), who reported 96.50% 

accuracy for multi-class classification and  99.6% accuracy for binary classification using both SVM 

and kNN classifiers. 

Taneja et al., (2023) reported an accuracy of 94.87 % using a combination of textural features 

extracted from the spectrogram and chromagram representations of an audio dataset. Milani et al., (2021) 

extracted the frequency domain, time domain, and statistical features of the audio dataset and input them 

to LDA and ANN to obtain an accuracy of up to 93.33% on the PhysioNet dataset.  

LBP and HOG features of the spectrograms generated from the audio dataset were used by 

(Sathyanarayan et al., 2024) as input for ML classification modelsto obtain excellent results. 

Gap in research: These studies collectively showcase the depth and breadth of research in the domain 

of heart sound analysis using AI. Most researchers have used very complex neural network layers with 

a large number of layers. Several methods require segmentation (identifying S1 and S2 in the cardiac 

cycle) as one of the pre-processing tasks. Most studies reported working with high-end systems. The 
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number of epochs required for DL-based models was quite high because of which the computation 

requirement is huge.  

The purpose of this work is to build a model with a customised novel neural network for heart sound 

classification with increased accuracy, precision, and recall using the Yaseen dataset with reduced 

computational complexity. The proposed model has a minimal footprint and requires minimal 

computational resources. Therefore, the model can be embedded in electronic diagnostic equipment with 

minimal computational hardware. 

4 Dataset Details 

Dataset: The dataset used in this study consisted of heart sound recordings related to valvular diseases 

that were processed and collected by (Yaseen et al., 2018). The data were collected from various random 

sources, such as books like "Auscultation Skills CD" and "Heart Sound Made Easy”, as well as from 

multiple websites (a total of 48 websites provided the data, including Washington, 3M, and Michigan). 

The samples containing excessive noise were eliminated. The dataset was filtered and converted to a 

mono channel consisting of 1000 audio samples, including 200 samples from each of the five classes. 

The dataset consists of single-channel audio with a 128-kbps bit rate, sampling at 8 KHz, and 16 bits per 

sample. The recordings were made between 1 s and 3 s, with most of the audio data lasting 2 s. We 

excluded audio samples shorter than two seconds and trimmed longer audio samples to 2 s before 

training to prevent possible errors due to nonuniform training data. 

Table 1: Details of the Dataset 

Heart Diseases Number of Heart Sounds 

Normal 200 

Mitral regurgitation 184 

Aortic stenosis 200 

Mitral valve prolapse 187 

Mitral stenosis 186 

Total 957 

According to (Bao et al., 2022), 2 s recordings of heart sounds are ideal because longer samples 

would not necessarily yield higher accuracy and would waste computing resources. Audio samples of 

less than 2 s duration may not be sufficient to identify patterns and reduce random errors. Finally, 957 

audio samples were used, as listed in Table 1. 

The four types of valvular heart disease have distinct characteristics. Aortic stenosis occurs due to 

the narrowing of the aortic valve, which regulates the blood flow from the left ventricle to the aorta. 

Mitral regurgitation is caused by the reverse flow of blood from the left ventricle to the left atrium. The 

narrowing of the valve between the left ventricle and left atrium leads to mitral stenosis. Finally, the 

term "mitral valve prolapse" describes a medical condition characterised by the protrusion of the mitral 

valve leaflets into the left atrium during each cardiac cycle. One PCG for each category of heart sounds 

is shown in Figure 3. 
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Figure 3: Sample PCG of Each Category of Heart Sounds (Aljohani et al., 2023)  

5 Methodology 

Steps in the Classification System 

The Yaseen dataset is used in this study. The dataset comprised audio recordings of heart sounds. 

Following the procedures described previously, the dataset was pre-processed to ensure uniformity. 

Experiments were conducted using two combinations of datasets. The first combination comprised both 

the normal and abnormal categories. The second combination of datasets involved one normal category 

of heart sound recordings and four different categories of abnormal heart sound recordings, each of 

which consisted of audio samples from one valvular disease. Ultimately, 957 mel-spectrograms were 

generated from the dataset. 

This study was performed in five steps, as shown in Figure 4, for both combinations of datasets. 

1) Acquire the heart sounds dataset. 

2) Pre-process the audio data and perform data augmentation. All audio samples were trimmed to 

a uniform length of 2 s and samples with shorter lengths were eliminated. 

3) Convert one-dimensional audio data to three-dimensional mel-spectrograms that give the time, 

frequency, and strength of the signal by applying STFT to the audio signal. 

4) Build a customised neural network including a ResNet50 transfer learning layer and a CNN to 

train the model for classifying the mel-spectrograms. 

5) Train the model and evaluate performance based on various ML metrics. 

 

Figure 4: Steps in the Classification System 

Acquiring of 
heart sounds  

dataset

Preprocessing 
of heart sounds 

dataset

Conversion to mel-
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Build a 
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Model Architecture 

The classification head designed for this task shown in Figure 5 comprises a ResNet50 pretrained layer 

followed by a convolutional layer with 64 filters and a (3,3) kernel size. This is followed by a global 

average pooling layer. A dense layer using the ReLU activation function succeeds the global pooling 

layer. The final layer is a dense layer that uses Softmax function to calculate class probabilities.  

The CNN layer extracts task-specific characteristics from the high-level representations acquired 

using the ResNet50 model. The global average pooling layer reduces the dimensions of the features to 

a single vector. Only the essential information necessary for classification is preserved. A dense layer 

consisting of 256 nodes and the ReLU function was used to process the extracted features and learn the 

decision boundaries for separating the classes.  

The ReLU function  is defined as given in equation (2). 

f(x) = max (0, x)    (2) 

If x is positive, it returns x, and returns zero otherwise. RELU introduces sparsitity in the network, is 

computationally efficient compared to Sigmoid and tanh function. ReLU function does not saturate 

unlike the Sigmoid and tanh function. It also helps in more efficient optimistion during training and 

avoids vanishing gradients. Due to the above reasons, it also helps in faster convergence which will 

result in reduced training time. 

A dropout layer with a 50% dropout rate was introduced to ensure the learning of robust features and 

reduce overfitting. This layer randomly drops connections during the training. The output layer is a dense 

layer with several nodes that are equivalent to the number of classes present in the dataset and utilises 

the Softmax activation function.  

The Softmax function is defined as given in equation (3). 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (𝑧)𝑖 =  
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝐾

𝑗=1

           (3) 

where K represents the total number of classes, zi is the raw score (logit) for class i and Softmax (z)i 

is the probability of class i for input z. 

The final classification task outputs the probability distributions over classes for each input image. 

Table 2 provides the details of the layers of the customised architecture. 

Table 2: The SAINet Model Architecture  

S. 

No. 

Layer type Activation function Kernel size/value/nodes Filters 

1 Input    

2 Data augmentation    

3 ResNet50    

4 Conv2D ReLU (3,3) 64 

5 GlobalAveragePooling2D    

6 Dense ReLU 256  

7 Dropout  0.5  

8 Output Softmax Number of classes  
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Figure 5: Architecture of the Proposed Customised Neural Network SAINet for 5-class Classification 

Role of Transfer Learning and CNN in Classification 

SAINet leverages the combined power of transfer learning and CNNs to achieve high accuracy in 

detecting valvular heart diseases through heart sound analysis.  

A pre-trained layer is incorporated in SAINet to take advantage of the knowledge already learnt by 

these layers. This allows SAINet to efficiently extract features from heart sounds without having to train 

its convolutional layers from scratch, thus reducing the training time and the requirement of 

computational resources. In SAINet, this knowledge is transferred and adapted to the specific domain 

of heart sound analysis. By fine-tuning these pre-trained layers with labelled heart sound data, SAINet 

learns to extract features that are relevant to distinguishing normal from abnormal heart sounds and 

identifying disease characteristics. 

Convolutional layers extract features from localised segments of the heart sound signal and learn 

patterns related to valve opening and closing events. The subsequent convolutional layers in the SAINet 

were specifically designed for heart sound analysis. The layers refine the features extracted by the pre-

trained layers and focus on differentiating between normal and abnormal heart sounds. These refined 

features are then fed into fully connected layers for classification, enabling SAINet to categorise heart 

sounds accurately. 

Transfer learning provides a fast method for extracting meaningful features, while CNNs ensure that 

this process is customised to the domain of heart sound analysis. This combination allows SAINet to 

identify minute variations in heart sounds and differentiate between different types of valvular heart 

diseases.  

Model Training and Optimisation 

The Adam optimiser was used for gradient descent updates during training. Combining the benefits of 

AdaGrad and RMSProp, Adam often converges faster than other optimisers. It employs adaptive 

learning rates that are adjusted based on the parameters, thereby improving convergence and stability. A 

lower learning rate of 0.0001 was used compared with typical values to stabilise the training process, 

improve convergence, and avoid overfitting. ReLU function is used for the hidden layers.  
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The batch size was fixed at 24 after experimentation with 16, 32 and 64 to have a balance between 

training speed and memory usage and offered a good balance between training time and validation 

accuracy. This is smaller than the dataset size, allowing for more frequent updates and potentially better 

generalisation. The validation accuracy of the model improved up to 95 epochs, after which it stagnated 

or started to decrease, indicating potential overfitting. Hence, the number of epochs was fixed at 95. 

The last layer computed the accuracy of the model. The loss in multi-class classification was 

calculated using the categorical cross-entropy function. This model combines the strengths of transfer 

learning with a custom classification head to achieve efficient and accurate performance in classification 

tasks. Data augmentation increased the model`s generalisability. The model architecture, training 

configuration, and hyperparameters were selected to balance the effectiveness and robustness. Table 3 

lists the values used for hyperparameters. 

Table 3: Hyperparameters of the Proposed Model 

Hyperparameter Value 

Loss function Categorical cross-entropy 

Epoch 24 

Batch size 95 

Optimization algorithm Adam 

Learning rate 0.0001 

Dropout 0.5 

Activation function ReLU and Softmax 

6 Results and Discussion 

The following metrics were derived from the confusion matrix for performance analysis of the model: 

Accuracy =
TP+TN

TP+TN+FP+FN
      (4) 

Precision =
TP

FP+TP
       (5) 

Sensitivity = Recall = True Positive Rate =
TP

FN+TP
   (6) 

Specificity =
TN

TN+FP
       (7) 

F1 − score = 2 x 
Precision x Recall

Precision+Recall
      (8) 

where TP, FP, TN, and FN represent the number of true positives, false positives, true negatives, and 

false negatives, respectively shows in equation (4)-(8). 

Table 4: Performance Evaluation Metrics 

Metric Two classes Five classes 

Training Accuracy 1 1 

Validation Accuracy 0.98958 0.979166 

Test Accuracy 0.994791 1 

Overall Accuracy 0.996865 0.99582 

Precision 0.996168 0.995779 

Recall 0.994339 0.995924 

Specificity 0.998678 0.995 

F1-Score 0.995252 0.995852 

AUC 0.99 1 
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The implementation of the SAINet model incorporating a CNN and transfer learning on the heart 

sound dataset yielded noteworthy results. This approach reduces reliance on labelled data by using              

pre-trained models and CNNs' ability to capture relevant frequency patterns. The generalisation provided 

by transfer learning combined with CNNs performed well. The performance metrics are listed in Table 

4 and displayed in a chart in Figure 6. 

 

Figure 6: Performance Metrics for the Two-class and Five-class Combination 

Two-class classification: The results of the binary classification model, which distinguished between 

abnormal and normal heart sounds, indicated excellent performance across various evaluation metrics. 

The model consistently achieves accuracy scores of approximately 99%, indicating its ability to correctly 

classify heart sounds into their respective categories and indicates that the model is robust and has 

generalisation capabilities. The high precision and recall values indicate the model’s ability to perform 

classification with minimal errors. The high F1- score (> 99%) indicates the model's ability to achieve a 

balance between precision and recall. High specificity (> 99%) indicates that the false positives are very 

low. 

Specificity, which is a measure of accurately identifying negative instances, is very high, indicating 

that the model effectively identifies normal heart sounds with a very low rate of false positives. AUC 

represents the ability of the model to discriminate between abnormal and normal heart sounds across all 

possible thresholds. A near perfect AUC score of 0.99 signifies that the model's predicted probabilities 

rank true positive instances higher than false positive instances, regardless of whether the threshold 

chosen is perfect. Figure 7 depicts the ROC curve for two-class classification 

Combination 1: Two Classes - Normal and Abnormal 

Table 5:  Confusion Matrix for the Two-class Combination 

Predicted Class Actual abnormal Actual normal 

Abnormal 756 1 

Normal 2 198 

0.965

0.97

0.975

0.98

0.985

0.99

0.995

1

1.005

Training

Accuracy
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Figure 7: ROC Curve for the Two-class Dataset (AUC = 0.99) 

The confusion matrix in Table 5 shows only three instances of incorrect classifications out of the 957 

samples. Most of the errors occur when predicting normal heart sounds as abnormal, with only one 

instance of an abnormal heart sound misclassified as normal. The 2 x 2 confusion matrix reveals 

excellent performance. With 756 correctly classified abnormal cases and only 2 misclassified normal 

instances, the model demonstrates a strong ability to distinguish between abnormal and normal heart 

sounds. The high true positive (756) and true negative (198) values, along with minimal false positives 

(1) and false negatives (2), indicate a well-balanced and accurate classification. 

Five-class classification: The performance of the five-class classification model is  excellent. The 

model consistently achieved accuracy scores exceeding 99%, indicating the model is robust. It learns 

patterns effectively and generalises to unseen data. High precision and recall values (>0.99) suggest the 

model accurately identifies most instances it predicts as a particular class (precision) and captures most 

actual cases of each class (recall). The high specificity values (>0.99) indicate the model effectively 

avoids classifying negative instances (e.g., normal heart sounds) as positive (abnormal). The high F1-

score (>0.99) shows the balanced performance of the model in correctly identifying positive cases and 

avoiding false positives. A perfect AUC of 1 signifies the model's ideal performance in distinguishing 

between classes. Figure 8 depicts the ROC curve for the five-class combination and the AUC values for 

each category. 

Combination 2: Five Classes – one Normal and Four Abnormal Classes 

Table 6:  Confusion Matrix for the Five-class Combination 

Predicted Class Actual AS Actual MR Actual MS Actual MVP Actual Normal 

AS 199 1 0 0 0 

MR 0 184 0 0 0 

MS 1 0 185 0 0 

MVP 0 0 0 187 0 

Normal 0 0 2 0 198 
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There are a very small number of misclassifications across the five classes as seen from the confusion 

matrix. The 5x5 confusion matrix shows satisfactory performance across all classes. The diagonal 

element represents correctly classified instances. There are 199 true positives in the AS category, 184 

true positives in the MR category, 185 true positives in the MS category, 187 true positives in the MVP 

category and 198 true positives in the Normal category. These high values indicate the model effectively 

identifies most instances within each class. Instances of misclassification are minimal. 

 

Figure 8: ROC Curve for the Five-class Dataset (AUC = 1) 

Further investigation is required to identify the underlying factors that have caused the 

misclassification and ways can be found for further improvements. 

The heart sound classification model demonstrates notable performance based on the metrics and 

confusion matrix. The high accuracy, precision, recall, specificity, F1-score, and AUC across both two 

and five-class scenarios indicate the model's efficacy in correctly classifying various heart conditions. 

The performance of the proposed model is presented in Table 7 along with the results obtained from 

other studies. Several factors are responsible for the high accuracy and performance of the SAINet 

model. The combination of CNN and transfer learning enabled the model to perform robustly even with 

background noise and variations in the recording quality of heart sounds. The CNN's ability to extract, 

coupled with pre-trained knowledge from transfer learning, contributed significantly to the model's 

performance.  

The model’s generalisation ability has been enhanced because of the data augmentation techniques 

used in this study. By increasing the diversity of the training data, the model became more adept at 

handling real-world variations in heart sound recordings. 
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Table 7: Comparison of the Results 

Author(s) Methodology Dataset used Accuracy 

(%) 

5-class classification 

Yaseen et al. MFCC + Discrete wavelet transform features combined 

with SVM, DNN and centroid displacement kNN 

Yaseen dataset 97.9 

Chowdhury et 

al. 

DNN Yaseen dataset 97.77 

Wang et al. Transfer learning Yaseen dataset + additional 

category (6 classes) 

98% 

Baghel et al. CNN with augmentation Yaseen dataset 98.6 

Yadav et al. Statistical features Private dataset 97.78 

Upretee et al. Spectral centroid frequency with kNN and SVM Yaseen dataset 96.50 

Proposed 

method 

Mel-spectrograms + CNN and transfer learning Yaseen dataset 99.58 

Binary classification 

Upretee et al. Spectral centroid frequency with kNN and SVM Yaseen dataset 99.60 

Taneja et al. LBP + chromagram PhysioNet 2016 94.87 

Takezaki et al. Data augmentation and CNN PhysioNet 2016 93.7 

Milani et al. Time-domain features and ANN PhysioNet 2016 93.33 

T. Li,  & Yin 

et al. 

Frequency domain features and 2D-CNN PhysioNet 2016 86% 

F.Li & Zhang 

et al. 

Improved MFCC and ResNet PhysioNet 2016 94.43 

Proposed 

method 

Mel-spectrograms + CNN and transfer learning Yaseen dataset 99.68 

7 Conclusion 

In conclusion, the findings presented in this paper demonstrate the remarkable performance of heart 

sound classification models in effectively differentiating between various valvular ailments. Both 

models yielded exceptional performance. The binary classification model yielded high levels of 

accuracy, precision, recall, specificity, and AUC score despite the dataset being imbalanced. These 

results indicate the accuracy of the model in detecting abnormal heart sounds effectively. 

Similarly, the multi-class classification model demonstrated exceptional performance across all 

categories, with perfect AUC scores of 1 for each class. This indicates the capability of the model to 

detect valvular diseases, thereby providing clinicians with a potentially valuable tool for decision-

making. 

This investigation suggests the potential of automated diagnostic tools for treating CVDs. The model 

could be a useful tool for increasing access to healthcare because of its excellent performance in various 

metrics. In the analysis of mel-spectrograms of heart sounds for disease detection, the use of transfer 

learning techniques in combination with CNNs has shown promising results. This approach could prove 

beneficial in constructing models for medical diagnosis given the usual limitations in the dataset.  

This automated classification integrated into an electronic stethoscope can serve as the initial stage 

of screening for cardiovascular disease and facilitate prompt and accurate diagnosis. These models hold 

promise for enhancing diagnostic capabilities in cardiovascular healthcare, contributing to 

advancements in patient care and medical research.  
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Limitations and Future Work: There are certain limitations to this study. The chances of overfitting 

can be reduced by acquiring more data in each category. Future work should focus on validating the 

model across more diverse datasets, including sounds recorded from different demographic groups and 

using various stethoscope types. 

Several other tasks must be done before the model can be implemented in clinical practice. The model 

must be integrated with electronic health record (EHR) systems. User interfaces must be designed for 

non-technical medical staff members. Patient data security and privacy must be guaranteed. of must be 

ensured. Efforts must be made to develop an explainable model that enables user acceptance. 

In conclusion, the SAINet model demonstrates a significant potential for advancing cardiac 

healthcare through AI-driven diagnostics. Future research should aim at addressing the current 

limitations and integrating the technology into practical, user-friendly electronic stethoscope that can 

detect heart diseases and could be integrated into the EHR systems. Such tools can be used as a first 

level screening device by the healthcare providers. 
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