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Abstract 

These days, intelligent cybersecurity models based on machine learning and data mining techniques 

are prevalent. Several factors might affect the quality of these models, including the accuracy, the 

ability to train new models quickly, the quick decision-making process, the simplicity of the created 

models, and the model’s interpretability. Feature selection algorithms can help achieve all these 

characteristics by isolating the crucial features from the unimportant ones during the model creation 

phase. The current article proposes an intelligent intrusion detection model based on an improved 

cuckoo search algorithm which is a nature-inspired optimization algorithm. The improved cuckoo 

search algorithm proposed in this article may tolerate several bad steps toward determining the set 

of effective features that would preserve or maximize the capabilities of the produced classification 

models. The generalization ability of such an algorithm is examined by applying it to 10 benchmark 

datasets, and it showed superior outcomes compared with several nature-inspired attribute selection 

approaches. Later, the improved cuckoo search algorithm is used to develop intelligent intrusion 

detection systems using the well-known “NSL-KDD” dataset. The obtained outcomes are appealing 

regarding the general performance, the time required to develop the intelligent intrusion detection 

models, and the number of rules generated. 

Keywords: Intrusion Detection, Anomaly Detection, Cuckoo Algorithm, Great Deluge, Feature 

Selection, NSL-KDD. 

1 Introduction 

Cyber security is often identified as various strategies and approaches designed to secure critical 

information, applications, computers, and networks from devastation, modification, illegal use, and 

other cybercrimes. Cyber security systems might be computer-based systems or network-based systems. 

All these systems typically comprise antivirus tools, firewalls, and Intrusion Detection Systems (IDS). 

IDSs aid in revealing illegitimate usage, illegal modification, and deliberate data devastation (Sreenivasu 

et al., 2023; Nikitina et al., 2023). 

Generally, there exist three types of IDSs: 

• Anomaly detection systems may identify malevolent activities by tracking the difference from 

the normal network’s traffic. These systems may realize emergent abnormalities that are usually 

called zero-day attacks. A possible benefit of anomaly-based approaches is that activity patterns 

are adjusted for each networking system. It is, therefore, difficult for cybercriminals to 

comprehend what strategies they might perform without getting spotted. Additionally, the 

details accumulated from anomaly detection systems may be utilized to produce signatures and 

rules for construction misuse recognition systems. Nevertheless, these systems sometimes face 

high false alerts because formerly unobserved genuine activities might occasionally be classified 

as anomalies.  

• Abuse recognition systems may identify known harmful attempts depending on the revealed 

patterns called signatures. Nevertheless, this type involves a constant and quick improvement 

of the signatures and rules for detecting unique and emerging attempts.  

• Hybrid systems integrate anomaly and abuse systems. They are often utilized to improve 

detection rates and reduce the false positive ratios for emergent vulnerabilities. Most existing 

intrusion detection systems tend to be hybrid systems. That is why Machine Learning (ML) and 

Data Mining (DM) based and hybrid and anomaly systems were illustrated alongside (Yang et 

al., 2022). 
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A variety of techniques have been utilized for constructing IDSs. Intelligent models dependent on 

DM and ML proved reliable techniques for revealing intrusions (Elshrkawey et al., 2021). Generally, the 

learning strategies in DM and ML could be either supervised or unsupervised. The principal difference 

between them is that supervised learning suggests that there is a previous insight into what exactly the 

class value for each dataset instance is. Consequently, the primary purpose of supervised training is to 

build models that when supplied with a test dataset, will ideally approximate the relation between input 

features and a class variable. Conversely, unsupervised learning normally does not include a class 

variable. So, it is designed to infer the natural structure within the collected dataset items.  

Classification is a DM technique that assigns instances within a dataset to a class or a target variable. 

Intrusion detection belongs to the supervised classification training strategy. Different intelligent 

methods were used for developing IDS systems, including Support Vector Machine (SVM) (Mohammed 

& Sulaiman, 2012; Mohammad, 2022), Neural Networks (NN) (Shenfield et al., 2018; Mohammad, 

2018), Fuzzy Logic (FL) (Mkuzangwe & Nelwamondo, 2017), Hybrid Intelligent System (HIS) 
(Bhumgara & Pitale, 2019), and Decision Tree (DT) (Zhang et al., 2018; Mohammad & Alqahtani, 

2019). Nonetheless, among the obstacles of current campaigns is the low True Positive (TP) and/or the 

high False Positive (FP) ratios (Srinivasareddy et al., 2021). 

Generally speaking, a feasible explanation behind creating imperfect intelligent IDSs might be the 

large training dataset employed within the training stage. In its initial shape, a training dataset will 

probably comprise some extra attributes that complex the produced classification model without 

providing an apparent good effect on the model’s performance (Babenko et al., 2021). Some feature 

selection techniques might be incorporated with DM techniques to decrease the training dataset’s 

dimensionality. This might even decrease the time required for training the models (Yağız et al., 2022). 

Besides, not using a proper feature selection strategy may create complicated models that are hard to 

comprehend. Therefore, choosing the right group of attributes, as well as reducing the training dataset 

dimensionality, is a vital preprocessing stage for creating DM models. Attribute selection techniques are 

divided into filter, wrapper, and embedded methods. Embedded strategy determines the best attributes 

during the training stage (Liu et al., 2019; Salim et al., 2023). Common embedded strategies employ 

regularization approaches to penalize trivial attributes. Wrapper strategies select the best attributes by 

assessing every set of attributes and evaluating their detailed effect regarding the class attribute based 

on a specific DM technique. So, this method involves utilizing a DM algorithm to generate models 

during the attribute selection process for each viable group of attributes (Asl et al., 2022). 

Moreover, it entails assessing all possible combinations of attributes in the training dataset to obtain 

the attributes that might generate the best models per the final results of the DM algorithm. For instance, 

assume a dataset that has “x” attributes. Thus, there will be 2x-1 possible combinations of attributes that 

the classification algorithm will assess during the attribute selection process. Later, the attributes that 

produce the classification model that attained the top performance are selected. 

Nevertheless, such a strategy is computationally costly, and experts constantly look for methods for 

cost-effectively selecting the best set of attributes. Filter strategies use different measurements that 

primarily rely on “Information Theory” (Cover, 1999) and several statistics measurements to realize 

how strong the relationship is between the input attributes and the class attribute (Mohammad, 2020) 

and might be used for ranking the attributes and picking the best group according to a predefined 

selection strategy. Additionally, such techniques may be applied in the preprocessing stage with other 

methods, such as Correlation Feature Set, and Minimum Redundancy Maximum Relevance, to obtain 

the best group of attributes (Mohammad, 2020). Filter strategies outperformed several different selection 
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strategies depending on various conditions. Filter strategies tend to be computationally better than 

wrapper and embedded techniques. 

Moreover, filter strategies might be less influenced by any DM algorithm and robust to several issues 

associated with overfitting considering that filter strategies select a group of important attributes while 

not using any DM algorithm. In reality, most IDSs are afflicted by the so-named drift of concept 
(Mohammad et al., 2014; Mohammad, 2020), in which the group of attributes for creating IDSs keeps 

altering with time. For example, the group of important features at time slot S1 could convert ineffective 

at time slot S2, and the ineffective ones at S1 become significant at time S2. Thus, selecting a group of 

attributes is crucial before creating IDSs. However, the attribute selection process should improve 

performance, enhance simplicity, and advance the created models’ robustness. 

The current research introduces an Improved Cuckoo Search algorithm for feature selection. Cuckoo 

algorithm CA is inspired by the interesting cuckoo bird’s reproduction strategy (Yang & Deb, 2009). CA 

has several benefits compared to different nature-inspired techniques, including the Particle swarm 

algorithm (Abualigah et al., 2018), Ant colony algorithm (Rais & Mehmood, 2018), Cat swarm 

algorithm (Lin et al., 2016), and Grey wolf algorithm (Shen, & Zhang, 2022), given that it is looking at 

some elitism. In addition, in CA, entropy is more beneficial to define the moving size, which is heavily 

tailored to a probably big moving size. Moreover, since fewer parameters need to be adjusted, it might 

be easy to accommodate a wider variety of optimization problems (Alzaqebah et al., 2021). However, 

one of the CA’s main issues is its slower convergence speed (Alzaqebah et al., 2021; Saadawi et al., 2024; 

Prasad Babu et al., 2023). An improved CA using rough sets has been presented in (Aziz & Hassanien, 

2018), where many cuckoo species use the parasitic position of the obligatory brood, and various birds 

use Lévy flight behaviors. The current article suggests an improved CA that addresses the slow 

convergence of CA and prevents the CA from getting caught in local optima. Overall, the main pros of 

the presented approach are: 

• It improves the required computation, making it more efficient. 

• It reduces the training dataset dimensionality. 

• It can help in creating easy-to-interpret IDSs. 

2 Background and Previous Studies 

Different DM and ML models were suggested to reveal intrusion attacks. This section goes over these 

models to understand their success and the possible opportunities for enhancement. 

In (Balakrishnan et al., 2014), a novel attribute selection method named “Optimal Feature Selection 

algorithm based on information gain Ratio” has been advised and utilized to reveal intrusions. This algorithm 

chooses the best attributes within the popular dataset in the “KDD Cup” (Rosset & Inger, 2000). Two DM 

algorithms have been utilized in creating the IDS systems, mainly “Rule-Based” and “Support Vector 

Machine.” The empirical findings indicated that the produced IDSs efficiently decreased the false alerts and 

discovered a certain attack more accurately, which is the “Denial of Service Attacks.”. In (Mohammad & 

Alsmadi, 2021), a creative attributes selection technique was offered and is named “the Highest Wins” (HW). 

The HW was easy and simple to comprehend. It finds the variance between the real and the anticipated 

likelihood values.  The experimental outcomes revealed that the suggested technique created ambitious 

results regarding various evaluation metrics.  

In (Abdullah et al., 2018), the article proposed a method that splits the training data into diverse subsets 

according to the kind of attacks. Then attribute selection was achieved through the “Information Gain” 

algorithm for each subset. The best attributes were produced by combining the attributes attained for every 
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attack. Empirical analysis completed on “NSL-KDD” indicated that the suggested technique improved the 

precision ratio and moderated the complexity of the produced models. The method developed in (Pandey, 

2019), begins by selecting the attributes by using “Information Gain” which is linked with the base algorithm 

to select the best group of attributes to build voting-based IDSs. Various DM algorithms were utilized for 

creating the voting model, including “Naïve Bayes”, “Decision Tree”, “AdaBoost”, and “Random Forest”. 

In (Kumar & Batth, 2016), the researchers employed three traditional methods for attribute selection. This 

study assessed the capability of the proposed technique using three DM techniques, namely “REPTree”, 

“Naive Bayes” and “Decision Tree”. The 10-fold cross-validation was employed in comparing different 

performance measures. The “NSL-KDD” dataset was utilized for building the models. The outcomes 

indicated that the improved “Naive Bayes” provided a better precision ratio and decreased false alerts.  

In (Kannan et al., 2015), the researchers suggested a creative cloud IDS to identify the attackers within a 

hybrid virtualized cloud platform. Furthermore, a unique attribute selection method called “Temporal 

Constraint based on Feature Selection algorithm” was suggested. Additionally, the authors advised an 

innovative classification technique called “Hybrid Decision Tree”. This method is an extension of the 

original decision tree algorithm. The empirical outcomes indicated that the recommended method advanced 

the detecting accuracy and minimized the false alerts. In the project carried out in (Othman et al., 2018), the 

“ChiSqSelector” (Karim & Kaysar, 2016) is employed for picking out the most beneficial group of attributes 

to construct a “Support Vector Machine” based IDSs using “Apache Spark Big Data Platform”. The              

“KDD-99” (Rosset & Inger, 2000) was employed for building the system. Empirical outcomes indicated that 

the “Chi-SVM” surpassed “Chi-Logistic Regression” with regard to attained accuracy and the time required 

for building the models. Ensemble DM strategy has also coupled with attribute selection strategies to generate 

IDS. For instance, the effort in (Almasoudy et al., 2020) recommended an innovative " CFS-BA " algorithm 

to decrease the dataset dimensionality. This technique relies on the association among the attributes for 

choosing the best group of attributes. Next, three DM techniques were utilized for creating the ensemble IDS 

system, those were “Forest by Penalizing Attributes”, “Random Forest”, and “Decision Tree”. The datasets 

employed for assessing the proposed techniques were “AWID”, “CIC-IDS2017”, and “NSL-KDD” where 

the outcomes indicated that the proposed technique provided improved results in comparison to various 

methods considering different assessment measures. The wrapper strategy was utilized to choose the best 

attribute for revealing intrusions. The technique offered in (Almasoudy et al., 2020), which employed a 

wrapper method based on “Differential Evolution” (DE), is a good example of these techniques. Once the 

best group of attributes using DE is defined, the “Extreme Learning Machine” creates the detection system. 

DE continues operating until the best accuracies are attained. The proposed method proved efficient, 

specifically in binary and five-based attacks (Camgözlü et al., 2023).  

The project in (Ambusaidi et al., 2014) is an additional case study of the models that employed the 

wrapper method for selecting the most crucial attributes for developing IDSs. In this research, the wrapper 

attributes selection strategy was coupled with the hybrid attribute selection strategy. Two major phases are 

comprised in this method. The upper level performs a preliminary effort to obtain the best group of attributes, 

in which the mutual info between the class attribute and the input attributes works as a determinant 

measurement. The picked group of attributes generated in this phase are refined in the lower level using the 

wrapper strategy in which the “Least Square Support Vector Machine” (LSSVM) was employed for selecting 

the attributes. Experimental assessments revealed that the proposed system is very effective in revealing 

intrusions. An inspiring algorithm called “Maximum Dependence Maximum Significance Algorithm” was 

offered in (Senthilnayaki et al., 2019) for choosing the best group of attributes to create an IDS using                      

“K-neighbors”.  
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In (Bhaskar et al., 2019), the “Adaptive Jaya Method” was utilized to find the group of reliable attributes 

to generate IDSs that reduce the false alert ratio and increase the detecting accuracy ratio. In (Shah et al., 

2017), IDS was developed by using “Sparse Logistic Regression” (SPLR). SPLR is an innovative technique 

utilized for attribute selection using an algorithm that selects a modest group of attributes from the original 

dataset to create classification systems. Genetic Algorithms (GA) were utilized in (Ren et al., 2019) for 

choosing the reduced group of attributes for constructing IDSs. The method begins with an “Isolation Forest” 

to eliminate the outliers of the dataset, and then GA was employed for producing the collection of reliable 

attributes. The system is contrasted with other systems, revealing ambitious results regarding several 

assessment criteria. 

In general, the attributes selection strategy is a crucial preprocessing stage for creating accurate 

intelligent IDSs with minimum false alerts. Yet, the better the attribute selection technique, the more 

successful the IDS. The present research will develop an improved attribute selection technique to build 

intelligent IDS systems capable of correctly recognizing intrusion attempts. The proposed attribute 

selection algorithm combines two nature-inspired approaches, which, to our knowledge, have never been 

combined once before and applied for building IDSs. These algorithms are the “Cuckoo Search 

Algorithm” CSA and the “Great Deluge” algorithm GD. The solution selection process helps prevent 

the GD from getting stuck in local optima (Rajesh et al., 2023). 

In the following section, the improved cuckoo search algorithm is thoroughly explained. Later, in 

Section 4, the generalization capacity of the improved cuckoo search algorithm will be assessed using 

ten benchmark datasets, and the obtained results will be discussed in detail. Furthermore, in Section 5, 

the suggested algorithm will be used for building IDSs, and the performance of the produced models 

will be examined. The article concludes and discusses the possible future works in Section 6. 

3 The Improved Cuckoo Search Algorithm (ICA) 

The original CSA is stimulated by the cuckoo bird’s force-brooding attitude (Yang & Deb, 2009). This 

attitude starts once the cuckoo lays its egg in the nest of another bird called a host. Cuckoo eggs normally 

hatch earlier than the host’s eggs. After a while, the cuckoo chick discovers the presence of the host’s 

eggs and decides to get rid of them. The three main principles in the CSA, as defined in (Dua & Graff, 

2017), are:  

• Every cuckoo lays a single egg in a nest randomly. 

• High-quality nests will be put apart and considered for additional enhancement. 

• The number of nests is known beforehand; the cuckoo chick realizes other eggs in every nest 

depending on a probability value ranging from 0 to 1. After that, the host decides to leave the 

nest or get rid of the egg.  

Overall, the key pillars of the CSA are the nest, which denotes the population; the solutions, which 

correspond to the eggs inside a nest; and the cuckoo’s egg, which represents a new solution identified 

through the Levy-flight algorithm, which is illustrated in Equation 1.  

𝑥𝑖+1 = 𝑥𝑖 + 𝛼 ⊕ Levy(𝜆)                               (1) 

In equation 1, the 𝑥𝑖+1 refers to the random step to the following location according to the present 

location, 𝑥𝑖 denotes the new solution for cuckoo i, 𝛼 denotes the step size, and it usually is greater than 

0, 𝜆 denotes a constant of distribution, ⊕ indicates the entry-wise multiplication which is just like those 

found in the Particle Swarm Optimization algorithm (PSO) except that the random step in (1) explores 

the search space in a better way as the step size is eventually longer. 

The Levy flight offers a random step, and its size is driven from the Levy distribution in Equation 2. 



Intrusion Detection Using an Improved Cuckoo Search 

Optimization Algorithm 
     Mutasem K. Alsmadi et al. 

 

79 

𝐿𝑒𝑣𝑦~𝑢 = 𝑡−𝜆, 𝑊ℎ𝑒𝑟𝑒 1 < 𝜆 ≤ 3                    (2) 

The new solution will then be compared with other solutions, and the better solution(s) will be 

substituted by the bad solution(s). This is tricky because rejecting a possible solution might result in a 

minor fraction. However, the selected solution might be found later as a non-useful solution. On the 

other hand, the rejected solution might be shown to be a visible solution in the future. Therefore, one of 

the possible improvements to the CSA is to accept bad solutions. 

Nevertheless, the acceptance of bad solutions should be implemented carefully. Here, using an 

optimization algorithm might be justified. The CSA algorithm is presented in Figure 1. Water behavior 

has also inspired researchers to create attribute selection algorithms (Dueck, 1993) (Alzaqebah et al., 2021). 

The GD was one of the first algorithms developed in this regard. GD mimics the hill climber behavior who 

tries to keep his feet dry during a great deluge. GD will accept the solution(s) with bad objective values 

according to the water level (border value). During the search process, the border value will be reduced with 

a decay ratio. Decreasing the level value causes the solution(s) to decrease continuously until convergence.  

Algorithm 1. 𝐶𝑢𝑐𝑘𝑜𝑜 𝑠𝑒𝑎𝑟𝑐ℎ 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚  

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑓(�⃗�), �⃗�  =  (𝑥1, 𝑥2,···, 𝑥𝑑)𝑇   

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑡 = 1   

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑎 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝒏 ℎ𝑜𝑠𝑡 𝑛𝑒𝑠𝑡𝑠 𝑥𝑖  (𝑖 =  1,2, . . . , 𝑛)     

𝑾𝒉𝒊𝒍𝒆 (𝑡 <  𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛) 𝑜𝑟 (𝑠𝑡𝑜𝑝 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛)   

𝐺𝑒𝑡 𝑎 𝑐𝑢𝑐𝑘𝑜𝑜 (𝑠𝑎𝑦 𝑖) 𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦 𝑏𝑦 𝐿é𝑣𝑦 𝑓𝑙𝑖𝑔ℎ𝑡𝑠   

 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 𝑓𝑜𝑟 𝑐𝑢𝑐𝑘𝑜𝑜 𝐹 

𝐶ℎ𝑜𝑜𝑠𝑒 𝑎 𝑛𝑒𝑠𝑡 𝑎𝑚𝑜𝑛𝑔 𝑛(𝑠𝑎𝑦 𝑗) 𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦  

𝒊𝒇 (𝐹𝑖 >  𝐹𝑗) 𝒕𝒉𝒆𝒏  

𝑅𝑒𝑝𝑙𝑎𝑐𝑒 𝑗 𝑏𝑦 𝑡ℎ𝑒 𝑛𝑒𝑤 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛  

𝑬𝒏𝒅 𝒊𝒇  

𝐴𝑏𝑎𝑛𝑑𝑜𝑛 𝑎 𝑓𝑎𝑐𝑡𝑖𝑜𝑛 (𝑃𝑎) 𝑜𝑓 𝑤𝑜𝑟𝑠𝑒 𝑛𝑒𝑠𝑡𝑠 𝑎𝑛𝑑 𝑏𝑢𝑖𝑙𝑑 𝑛𝑒𝑤 𝑜𝑛𝑒𝑠  

𝐾𝑒𝑒𝑝 𝑡ℎ𝑒 𝑏𝑒𝑠𝑡 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠 (𝑜𝑟 𝑛𝑒𝑠𝑡𝑠 𝑤𝑖𝑡ℎ 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠)  

𝑅𝑎𝑛𝑘 𝑡ℎ𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠 𝑎𝑛𝑑 𝑓𝑖𝑛𝑑 𝑡ℎ𝑒 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑏𝑒𝑠𝑡  

𝑈𝑝𝑑𝑎𝑡𝑒 𝑡ℎ𝑒 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 𝑡 = 𝑡 + 1   

𝑬𝒏𝒅 𝒘𝒉𝒊𝒍𝒆  

Figure 1: Pseudo Code of CSA (Javidi et al., 2021) 
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Algorithm 2.  

Great Deluge Algorithm  

Set estimated quality of every solution, 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝑄𝑢𝑎𝑙𝑖𝑡𝑦 =  𝑓(𝑆𝑜𝑙𝑖)  − 𝐹𝑖,  

where (𝑖 = 1, . . . , 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑧𝑒) and 𝐹 is a total force taken from Figure 3; 

Calculate force decay rate, ꞵ =  𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝑄𝑢𝑎𝑙𝑖𝑡𝑦/𝑁𝑢𝑚𝑂𝑓𝐼𝑡𝑒_𝐺𝐷;  

𝑆𝑒𝑡 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛_𝐺𝐷 ←  0;  

𝐟𝐨𝐫 (𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛_𝐺𝐷 <  𝑁𝑢𝑚𝑂𝑓𝐼𝑡𝑒_𝐺𝐷)  

 Define a randomly selected neighbourhood structure (𝑁𝑏𝑠1, or 𝑁𝑏𝑠2) on 𝑆𝑜𝑙 to  

generate a new solution called 𝑆𝑜𝑙 ∗;   

Calculate 𝑓(𝑆𝑜𝑙 ∗);  

𝐢𝐟 (𝑓(𝑆𝑜𝑙 ∗)  <  𝑓(𝑆𝑜𝑙𝑏𝑒𝑠𝑡))  

𝑆𝑜𝑙 ←  𝑆𝑜𝑙 ∗;  

 Solbest ← Sol*: 

𝐞𝐥𝐬𝐞  

𝐢𝐟 (𝑓(𝑆𝑜𝑙 ∗)  ≤   level)  

𝑆𝑜𝑙 ← 𝑆𝑜𝑙 ∗;  

𝐞𝐧𝐝𝐢𝐟  

𝐞𝐧𝐝𝐢𝐟  

𝑙𝑒𝑣𝑒𝑙 =  𝑙𝑒𝑣𝑒𝑙 –  ꞵ;  

Increase 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛_𝐺𝐷 by 1;  

𝐞𝐧𝐝 𝐟𝐨𝐫  

Figure 2 : Pseudo Code of GD (Talbi, 2009) 

The GD is a recursive process whereby each iteration produces k-neighbor solutions. Then it will assess 

all possible solutions and pick only the solutions that are better than the existing ones or if they are equal to 

or less than the border level. The pseudocode of GD is shown in Figure 2. In this research, the ICA will be 

used to select the ideal feature group among the whole attribute set in a given dataset. The solution for 

the attribute selection problem could be represented as an array of size N filled with either 0 or 1, in 

which N denotes the total number of attributes within a training dataset, 0 implies that the attribute is 

not selected, on the other hand, 1 means that the attribute is specified. As stated earlier, a tiny fraction 

may result in CSA rejecting a possible feature selection solution and initiating searching for a new 

solution. Solution rejection might be a time-consuming process. 

However, in some cases, there might not be enough iterations left for searching for a new solution, 

resulting in the CSA being stuck in local optima. Therefore, an improved strategy is needed before 

rejecting a possible solution by accepting bad-looking neighbor solutions. This research suggests an 

improved solution selection strategy using the GD algorithm with 2- neighbor solutions. This will 

accelerate the CSA convergence and prevent it from being stuck in local optima. More information about 

possible neighborhood strategies can be found in (Alzaqebah et al., 2022). Let us assume a solution array 

as follows: 

SOL= [0,1,0,1,1,0,1,1,0,0]. Hence, the proposed 2-neighbor strategy applies the following principles: 

• Neighbor move strategy: randomly select a feature and move it to another random position. 

• Neighbor swap strategy: randomly select two features and swap their values. 

The ICA is depicted in Figure 3. 
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Figure 3: The Improved Cuckoo Search Algorithm 

The uniqueness of this algorithm is that it employs the GD algorithm for selecting the possible 

solutions, and it accepts bad steps based on a probability fraction (pa). This means it tolerates bad 

solutions with a specific probability of investing the time in the best manner and avoiding the CSA of 

getting stuck in local optima. 

4 Generalization Ability of the ICA Using Benchmark Datasets 

The ICA is implemented and embedded in WEKA (Hall et al., 2011). All experiments were executed on 

a PC with MS Windows 10, 16 gigabytes of RAM, and an i7 processor @ 1.90 GHz. A couple of 

experiments will be carried out. This section assesses the ICA’s generalization capacity using ten 

benchmark UCI datasets (Dua & Graff, 2017). To evaluate the ability of ICA under diverse conditions, 

the chosen benchmark datasets have different examples, attributes, and values in the class variable, as 

indicated in Table 1. 

Co=Pick an Arbitrary Cuckoo 

Co*=GD(CO) (Figure 2) 

f(Co*) = Fitness Assessment of (Co*) 

RS = Pick an Arbitrary nest 

f(RS) = Fitness Assessment of (RS) 

 

F(Co*) < f(RS) RS = Co* 

Yes 

All solutions of fraction (pa) are rejected. 

Create new nets using Equation 1 

Keep the top nets. Increase iteration counter by 1 

End 

Produce the Final Solution 

Population Initialization (N host nets) Define maximum Number of Iterations Maxi 

Set Probability (pa) to a value between 0 and 1 Initialize iteration counter i=0 

Start 

Population Assessment 

 
i<Maxi  

Yes 

No 

No 
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Table 1: Description of Benchmark Datasets 

Dataset Name #of Examples #of attributes #of Classes Values 

Hepatitis 155 20 2 

Segment 2310 20 7 

German Credit Credit-g” 1000 21 2 

Mushroom 8124 23 2 

Autos 205 26 7 

Anneal 898 39 6 

Audiology 226 70 24 

Wine 178 14 3 

Soybean 683 36 19 

Lung Cancer 32 57 3 

In the next section (Section 5), the ICA will be utilized for selecting the crucial attributes for constructing 

an intelligent model for detecting intrusion attacks. Thanks to WEKA for providing the “Attribute-Selected-

Classifier” (ASC) as a meta-learning strategy. ASC combines two stages: the dimensionality reduction phase 

and the classifier creation phase. Firstly, the ASC selects the ideal features using a specific selection 

technique. The selected attributes will be then used in the second phase for building a classification model. 

Although ICA can be used in filter-based and wrapper-based attribute selection strategies, the filter-based 

approach in this research will be utilized. 

Nevertheless, using a filter-based approach requires identifying the attribute evaluator strategy. The 

“cfsSubsetEval” has been utilized in this research as a feature evaluator. This strategy assesses the importance 

of a subset of features by looking at every attribute’s predictive capability and the redundancy degree among 

the attributes within the subset. Several pilot tests have been completed to realize the ICA’s optimal parameter 

settings. Table 2 shows the adopted parameter settings that were attained from the pilot tests and were used 

for building classification models using the ICA. 

Table 2: Employed Parameters 

Parameter Name Value 

Pa 0.25 

𝜆 2 

Population Size 20 

Iterations 100 

On the other hand, the default parameters were used when using different considered algorithms. The 

Naïve Bayes algorithm is employed in all experiments because it applies simple calculations based on 

the “Bayes Theorem”. The outcomes obtained from ICA were contrasted with several nature-inspired 

attribute selection algorithms, including “ANT Colony” (Aghdam et al., 2009), “BAT” (Nakamura et al., 

2012), and “Bee Colony” (Rao et al., 2019). 
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Table 3: Empirical Results Obtained from ICA using Benchmark Datasets (Acc=Accuracy, 

Pre=Presession, Rec=Recall, F1=F1-Score) 

 

 

ICA ANT BAT Bee 

Acc  Pre Rec F1 Acc Pre Rec F1 Acc Pre Rec F1 Acc Pre Rec F1 

Hepatitis 86.5% 87.0% 86.5% 86.7% 83.9% 84.9% 83.9% 84.3% 82.6% 83.7% 82.6% 83.0% 84.5% 84.9% 84.5% 84.7% 

Segment 87.5% 87.7% 87.5% 87.6% 88.2% 88.5% 88.2% 88.2% 86.1% 86.1% 86.1% 86.0% 86.2% 86.2% 86.2% 86.2% 

Credit-g 74.4% 72.7% 74.4% 72.5% 73.8% 71.9% 73.8% 71.8% 73.4% 71.5% 73.4% 71.4% 74.4% 72.7% 74.4% 72.5% 

Mushroom 98.9% 98.9% 98.9% 98.9% 98.9% 98.9% 98.9% 98.9% 98.7% 98.7% 98.7% 98.7% 98.5% 98.6% 98.5% 98.5% 

Autos 62.0% 59.5% 62.0% 59.5% 58.0% 55.7% 58.0% 55.3% 56.6% 53.6% 56.6% 54.5% 55.1% 55.2% 55.1% 53.1% 

Anneal 87.3% 93.3% 87.3% 89.0% 86.5% 92.8% 86.5% 88.2% 85.9% 92.6% 85.9% 87.8% 86.8% 91.5% 86.9% 88.0% 

Audiology 73.0% 70.4% 86.4% 77.6% 70.8% 59.3% 72.7% 65.3% 70.8% 58.3% 63.6% 60.9% 72.1% 60.7% 77.3% 68.0% 

Wine 97.8% 97.8% 97.8% 97.7% 97.2% 97.3% 97.2% 97.2% 97.2% 97.3% 97.2% 97.2% 97.2% 97.3% 97.2% 97.2% 

Soybean 92.4% 93.1% 92.4% 92.3% 92.1% 93.1% 92.1% 92.1% 92.7% 93.6% 92.7% 92.6% 92.1% 93.1% 92.1% 92.0% 

Lung 

Cancer 

68.8% 70.5% 68.8% 69.2% 68.8% 70.8% 68.8% 68.9% 56.3% 58.0% 56.3% 56.8% 62.5% 65.3% 62.5% 63.0% 

 

The selection of these algorithms is because they showed promising results when applied to several 

domains (Rais & Mehmood, 2018; Zitouni et al., 2020; Contreras-Cruz et al., 2015). Four evaluation criteria 

were adopted to compare the overall performance of ICA and other considered attribute selection algorithms: 

Accuracy, Precession, Recall, and F1-Score. Further information about how these metrics can be calculated 

is be found in (Mohammad et al., 2014). The validation technique employed in all experiments was the          

10-fold cross-validation approach (Mohammad et al., 2014). The empirical outcomes are illustrated in Table 

3. Digging deep into the results, it has been shown that the ICA could notably reduce the number of attributes 

in all cases, as depicted in Table 4. The ICA picked fewer features than ANT, BAT, and Bee in 5, 8, and 2 

cases, respectively. These results substantiate the usefulness of the suggested attribute selection strategy 

offered in ICA, which considers accepting bad steps based on probability fraction (pa) towards selecting 

the most influential group of attributes. However, the ICA determined more attributes than ANT, BAT, 

and Bee in 1, 1, and 5 cases, respectively. However, although the ICA algorithm selects more features, 

it produces comparable performance outcomes in some cases. This confirms the selected features’ 

effectiveness due to the effective strategy employed in ICA. In other words, merging CSA with GD is a 

good approach for selecting the most beneficial attributes for building intelligent models. A Win-Tie-

Loss count table (Table 5) is created to provide a thorough cross-classifier comparison. 

Table 4: Number and Ratio of Selected Features (A*=Number of Selected Features, Ration=Features 

Reduction Rate) 

 ICA ANT BAT Bee 

A* Ratio A* Ratio A* Ratio A* Ratio 

Hepatitis 10 47.4% 10 47.4% 10 47.4% 10 47.4% 

Segment 7 63.2% 9 52.6% 8 57.9 7 63.2% 

Credit-g 4 80.0% 3 85.0% 3 85.0% 3 85.0% 

Mushroom 5 77.3% 5 77.3% 6 72.7% 4 81.8% 

Autos 6 76.0% 6 76.0% 8 68.0% 5 80.0% 

Anneal 10 73.7% 10 73.7% 12 68.4% 10 73.7% 

Audiology 17 75.4% 23 66.7% 23 66.7% 16 76.8% 

Wine 10 23.1% 11 15.4% 11 15.4% 11 15.4% 

Soybean 22 38.9% 25 30.6% 27 25.0% 24 33.3% 

Lung Cancer 12 78.6% 15 73.2% 17 69.6% 9 83.9% 

The results in Table 5 showed that the ICA algorithm uniquely produced higher Accuracy, Precision, 

Recall, and F1-Score than ANT, BAT, and Bee in 5, 5, 5, and 6 cases respectively. 

Nonetheless, the ICA algorithm produced the highest Accuracy, Precision, Recall, and F1-Score in 

8, 7, 8, and 8 instances, whereas it had the same results as some other algorithms in 3, 2, 3, and 2 cases 
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respectively. Nevertheless, the ICA produced less Accuracy, Precision, Recall, and F1-Score than ANT, 

BAT, and Bee in 2, 3, 2, and 2 cases respectively. 

All attribute selection approaches aim to enhance or maintain the models’ performance compared to 

those created using the entire dataset. In other words, any attribute selection strategy must produce 

compact models and improve or preserve the produced model(s) performance. Given that, Figure 4 

compares the models created using ICA and the ones made using the entire dataset. In this figure, a 

positive ratio means that the ICA produced a better result.  

Table 5: Win-Tie-Loss Count Table (W=Win, T=Tie, L=Loss) 
 

Acc Pre Rec F1 

W T L W W L W W L W W L 

ICA 5 3 2 5 3 3 5 3 2 6 2 2 

ANT 1 5 7 2 4 7 1 4 7 1 2 8 

BAT 1 2 9 1 1 9 1 1 9 1 1 9 

Bee 0 3 9 0 4 9 0 3 9 0 2 9 
 

 

Figure 4: Performance Comparison between Models Created using ICA and Full Dataset 

Figure 4 confirmed that ICA could attain the trade-off between producing compact and high-accuracy 

models simultaneously. It is vital to note that the more compacted the model is, the faster the model 

creation will be and the faster the model is in doing the required calculations to produce the final result 

(Class assigning). Notably, ICA produced models with less overall performance when applied to 

“Credit-g” and “Soyabeans” datasets. Surprisingly, all other attribute selection algorithms tend to have 

the same results as the ICA algorithm when applied to these datasets since they produced less accurate 

models than the models produced using the complete dataset. A justification could be that in addition to 

being imbalanced, these datasets suffer from misclassification errors on the minority class, i.e., the class 

value that appears less.  

However, the results obtained from ICA are still acceptable. To elaborate, the ICA produced less 

Accuracy, Precision, Recall, and F1-Score than when using the entire dataset by 1%, 1.6%, 1%, 2%, and 

0.5%, 0.7%, 0.6%, 0.6% on Credit-g and Soyabeans datasets respectively. These fractions could be 

essential in some domains, and the model designer might sacrifice the compactness to produce more 

accurate models. However, in other domains, such as cybersecurity, the model designer might prefer to 

create more compact models to assign the class value as quickly as possible because the slower the 

decision-making is, the more likely the attack might succeed. Hence, the less confident end users will 

be in the intelligent models in providing a secure environment. This indeed stimulated doing some 
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experiments to explore how effective the ICA is in producing IDSs. This will be the primary goal of the 

experiments that will be done in the next section. 

5 Intrusion Detection using ICA 

The “NSL-KDD” dataset (Saporito, 2019) is employed in this section for building intelligent IDS 

models. Even though it consists of an identical group of attributes like in “KDD 99” (Stolfo et al., 2000), 

the “NSL-KDD” is a better as well as a minimized version. Also, it tackles some problems acquired 

from the “KDD 99”. A worthwhile change is that it does not include repetitive examples; consequently, 

the developed model(s) may not be inclined toward the more recurring examples. This improvement is 

vital throughout the attribute selection procedure since repetitive examples will probably lead to picking 

several ineffective attributes that were chosen simply because they appeared more frequently.  

The “NSL-KDD” is comprised of forty-one attributes and another class attribute. Detailed 

information on such attributes is available in (Saporito, 2019). The class feature includes twenty-one 

possible values, which are categorized as four kinds of attacks those are:  

• Denial of Service attacks (“DoSs”): meant to switch off service and make it unavailable.  

• User to Root attacks (“U2R”): an attempt to get into users’ accounts to get access to root details. 

• Remote to Local attack (“R2L”): attempts to retrieve a particular network address illegitimately 

remotely. 

• Prob-Response attacks (Probing): deliberately crafted, so the victims discover and report it. 

Attackers may then find the locations of the detection and security systems that use such reports. 

A couple of versions were offered of the “NSL-KDD”, a multiple-class dataset, and a two-class 

dataset. The class attribute in the multiple class dataset has a total of five values, namely “DoS”, “U2R”, 

“R2L”, “Probe”, and “Normal” which are shown 45927, 52, 995, 11656, and 67343, correspondingly. 

Whereas the two-class dataset involves two class values where 67343 of the dataset examples belong to 

“Normal” and the remaining 58630 are “Anomaly”. The two-class dataset is well-balanced. On the 

other hand, the multiple-class dataset is an unbalanced one. 

The ICA will be evaluated on both datasets, and the outcomes will be discussed thoroughly. 

Commonly, IDSs apply several rules to detect vulnerabilities. Different strategies for producing these 

rules are generally employed, including human knowledge and trial and error strategies. Intelligent rule-

based methods might be utilized to set up a group of rules that could be employed in constructing IDS 

systems. So, besides using “Naïve Bayes”, a popular rule-based intelligent algorithm will be employed 

in this section, that is, the Decision Tree (“DT”). The same parameter settings depicted in Table 2 

(Section 4) will be employed for building the model. It is worth noting that the set of experiments 

completed in this section will not use the ASC as in Section 4. In other words, the experiments start by 

selecting a set of significant features, and the resulting datasets are then used to create intelligent IDS 

models. The rationale behind this practice is to compare the time needed for creating the IDS models 

before and after the attribute selection phase. The time required for producing the models is assessed in 

this section because the faster the model creation is, the more reliable the intelligent cybersecurity 

models are in the cybersecurity domain. 

Attained Results from the Two Class Dataset 

The experimental results showed that ICA selected nine attributes; those features are “flag”, “src_bytes”, 

“dst_bytes”, “logged_in”, “srv_serror_rate”, “same_srv_rate”, “diff_srv_rate”, 

“dst_host_srv_diff_host_rate”, and “dst_host_srv_serror_rate”. This represents a reduction in the number 
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of features by almost 78.00%. Despite the significant attribute reduction rate, the models created using the 

“Naïve Bayes”, and the “DT” should preserve or maintain the performance of the models developed using 

the entire dataset. Therefore, the performance of the models before and after the attribute selection process 

are evaluated. Considering the results obtained from the “DT” (Figure 5), it has been shown that the 

performance of the model developed using the features generated by ICA has reduced by 0.18%, 0.20%, 

0.20%, and 0.20% with respect to Accuracy, Precision, Recall, and F1-Score respectively.  

The difference is minor in all cases, and it can be tolerated under some circumstances, i.e., if the produced 

model is more compact or/and if the time needed for generating the model is shorter. Therefore, the time 

required for constructing the models and the number of rules generated before and after applying the ICA 

were investigated. The results showed that the time needed to build the models after using the ICA has 

significantly reduced from 27.53 seconds to 3.9 seconds. This constitutes a reduction of 85.83%, which 

means that the ICA can decrease the time required for creating intelligent models, which is very important in 

the field of cybersecurity in general and in IDSs in particular, considering that there is a constant race between 

the attackers and security systems since the set of significant attributes are constantly changing over time 

which requires building new models occasionally. 

 

Figure 5: Performance of DT Using the Entire Dataset and the Reduced Dataset 

Furthermore, it has been shown that the number of rules was reduced from 605 rules to 149 rules, 

constituting a reduced rate of almost 75%. This will accelerate the decision-making process (class prediction) 

because fewer rules will be explored during the class prediction phase. This is particularly important because 

every second is important to prevent intrusion attempts and protect the end users. In general, the models 

produced using the dataset generated by the ICA proved efficient. On the other hand, the results obtained 

from “Naïve Bayes” before and after applying the ICA are depicted in Figure 6. 

 

Figure 6: Performance of NB Using the Entire Dataset and the Reduced Dataset 
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In this figure, it has been shown that the “DT” produced improved results than “Naïve Bayes” in all 

situations. For instance, the “Naïve Bayes” made less Accuracy, Precision, Recall, and F1-Score by ratios of 

9.40%, 9.30%, 9.40%, and 9.40%, respectively, when using the entire dataset and with percentages of 

10.40%, 9.90%, 10.40%, and 10.50% respectively when using the dataset produced by the ICA. However, 

the “Naïve Bayes” generated better outcomes when employing the full dataset with respect to Accuracy, 

Precision, Recall, and F1-Score with ratios of 1.18%, 0.80%, 1.20%, and 1.30%, respectively. Nevertheless, 

the time needed for producing the “Naïve Bayes” models has reduced from 1.07 seconds when using the 

entire dataset to 0.19 seconds when using the dataset produced from the ICA. 

Attained Results from the Multi-Class Dataset 

The results attained from the multiclass dataset were very interesting. For instance, the number of selected 

attributes using the ICA was 11 attributes those are “service”, “flag”, “src_bytes”, “dst_bytes”, 

“logged_in”, “root_shell”, “srv_serror_rate”, “same_srv_rate”, “diff_srv_rate”, 

“dst_host_srv_diff_host_rate”, and “dst_host_serror_rate”. This means two extra features are shown to be 

significant compared to the two-class values dataset: "service”, and “root_shell”. Regarding the overall 

performance of the constructed model(s), the outcomes revealed that the models developed using the entire 

dataset slightly surpass the model built using the dataset produced from the ICA with respect to Accuracy, 

Precision, Recall, and F1-Score by ratios of 0.03%, 0.10%, 0.10%, and 0.10% respectively when using the 

“DT” and with ratios of 0.06%, 2.50%, 0.10%, and 2.30% respectively when using the “Naïve Bayes”. 

Nevertheless, the time required for constructing the models has significantly dropped from 33.85 seconds to 

5.81 seconds when using the “DT” and from 0.97 seconds to 0.27 seconds when using the “Naïve Bayes”. 

Surprisingly, the “DT” model made from the dataset produced by the ICA provided 472 extra rules than the 

model constructed using the entire dataset.  

However, this might be a good sign that the model discovered helpful patterns in the data regardless of 

the reduced attribute set. An unbalanced dataset might emerge as a major cause of generating additional rules 

because the model tries to use the group of selected attributes to cover all possible class values, which might 

be achieved only by developing more rules. The lowest accuracy rate was achieved in predicting the “R2L” 

attack. However, the number of examples associated with this type of attack was 52 instances only when 

using the “DT”, which means that the model does not have enough samples to learn. Yet, the highest accuracy 

by the “DT” is achieved for the “Normal” class considering that this class has the highest number of 

instances. Therefore, it has been clearly shown that class balancing is an important step toward generating 

intelligent models using the multiclass dataset. 

The empirical analysis showed that the ICA could pick a set of attributes for generating IDSs. This 

motivates exploring the applicability of ICA in other cybersecurity domains in the near future. 

6 Conclusions and Future Work 

There are several factors affecting the quality of any intelligent IDS. One of these factors is the time required 

for constructing the IDSs. To elaborate, it is well-known that the attributes that distinguish normal attempts 

from suspicious ones constantly change over time. This is because the attackers know that the longer they 

use the same technique and the same attributes, the more likely the security experts will be able to create 

systems for detecting such attacks. Therefore, it is crucial to cope with any possible change in the attribute 

set by responding quickly to these changes by constructing new IDSs. The time required for building 

(training) a new model depends heavily on the dimensionality of the training dataset, i.e., the number of 

instances and attributes. Therefore, the smaller the number of attributes, the shorter the time required to train 

a new model. Another factor affecting IDS quality of IDSs is the time needed to decide if an attempt is normal 
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or an attack. Again, this factor is greatly affected by the model complexity, which is directly affected by the 

number of attributes used in the decision-making process. 

Consequently, the fewer attributes, the less complex the model is. Furthermore, the accuracy of the IDS 

plays a vital role in producing high-quality IDSs. Yet, the more attributes employed for building IDSs do not 

necessarily mean the more accurate the model will be. In some cases, the more attribute set might mislead 

the intelligent IDS and result in low-quality models due to overfitting. All these reasons (and others) 

motivated exploring the importance of attribute selection algorithms during the preprocessing stage while 

building new intelligent IDSs. Several attribute selection algorithms were proposed in the literature. However, 

what makes a feature selection algorithm different is the selection of high-quality attributes that would help 

produce better IDSs. This research bundled two nature-inspired attribute selection algorithms: the cuckoo 

algorithm and the great deluge algorithm. Such an algorithm is named an Improved Cuckoo Search Algorithm 

(ICA), later used for building an Intrusion Detection model using an Improved Cuckoo Search 

Optimization Algorithm. The uniqueness of the ICA is that it tolerates some bad steps with a specific 

probability towards selecting the most critical set of attributes. The generalization capacity of the ICA 

has been assessed using ten benchmarking datasets, and the results proved the quality of the attributes 

selected by the ICA. This was clearly shown because the classification models created using the ICA 

produced better results in eight out of ten cases. Yet, the other two cases have some particularity in that 

these datasets suffer from misclassification errors in the minority class as a direct result of imbalanced 

datasets. Later, the ICA is used for constructing intelligent IDS using the “NSL-KDD” datasets. Two 

experiments were accomplished because such a dataset has two versions, i.e., two-class and multiclass 

datasets. The “Decision Tree Algorithm” and the “Naïve Bayes Algorithm” were employed to construct 

the IDS systems after obtaining the reduced dataset from the ICA. The results were very appealing 

regarding accuracy, precession, recall, and F1-Score, the time required to construct the IDS systems, and 

the number of generated rules. 

Nevertheless, the intelligent models constructed using the two-class dataset gave better outcomes. 

This is because this dataset is well-balanced compared to the multiclass dataset. Consequently, dataset 

balancing plays a significant role in producing better IDSs. As a result, a possible future research 

direction is to incorporate dataset dimensionality reduction techniques with feature selection algorithms. 

Moreover, applying the ICA algorithm to other cybersecurity domains is a potential research direction 

to assess the performance of the ICA under different situations. 
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