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Abstract 

Due to uneven spacing of the plants, identification of weeds and bushes in crops and vegetables 

plantations is more difficult than identification of weeds and bushes in crops. There has not been 

much research done on weed identification in vegetable plantations thus far. Although there is a 

wide variety of plant species, the traditional crop weed detection techniques are used to directly 

identify weeds. This research introduces a novel approach that combines image processing and deep 

learning techniques. Instead of directly tackling weed detection, the proposed method focuses on 

identifying vegetables. The process begins by utilizing a trained CenterNet model to detect and 

create bounding boxes around the vegetables. Subsequently, any remaining green objects outside 

the bounding boxes are classified as weeds. By narrowing the scope to vegetable detection, the 

model avoids the complexities associated with different weed species. Moreover, this approach 

offers the advantage of reducing the complexity of weed detection and minimizing the required 

training image dataset, leading to improved performance and accuracy in weed identification. To 

separate the weeds from the background, a color index-based segmentation technique is employed 

using image processing methods. Using Genetic Algorithms (GAs), the employed colour index is 

chosen and assessed in accordance with the Bayesian classification error. The trained CenterNet 

model gets score 0.953 in Figure 1, a recall of 95.2%, and a precision of 95.8% during field test. In 

comparison to the widely used ExG index, the PI (Proposed Index) is 19R + 24G + 2B = 864 

produces outstanding segmentation accuracy at significantly less cost for computation segmentation. 

Outcomes of this experiment show that the suggested strategy for weed identification in vegetable 

plantations may be used successfully on the ground. 

Keywords: CenterNet, Segmentation, Classification, Weed Identification, Chromosome, Crops, 

Plantations, Crossover, Mutation. 

1 Introduction  

Vegetables are highly regarded as one of the most nutrient-dense foods worldwide, primarily due to their 

rich content of vitamins, minerals, and antioxidants. As living standards improve, the consumption of 
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green vegetables becomes increasingly prevalent in diets. This highlights their significance in daily life 

and underscores their economic value. Crops and vegetable plants are susceptible to pest and disease 

infestation because plants compete with weeds for nutrients, sunshine, and water (Berge, T.W., 2008) 
(Hamuda, E., 2016). In the event of competition between vegetable - weeds, the vegetables output 

reduced by 45% to 95% (Dai, X., 2019). The excessive use of chemical herbicides can result in 

overapplication in areas with minimal weed infestation. This practice has detrimental effects on the 

ecosystem, including soil and groundwater contamination (Dai, X., 2020). Additionally, organic food 

production requires weed management without the use of chemicals. Consequently, hand weeding 

continues to be the predominant method for weed management in vegetable plantations, despite the 

higher labor costs involved (Dai, X., 2020). Developing a visual approach to differentiate between weeds 

and vegetables is a crucial step towards ecologically sustainable weed management. 

Extensive research has been conducted on machine vision algorithms for weed detection (Hamuda, 

E., 2016) (Dai, X., 2019) (Yu, S.H., 2021) and (Serpen, G., 2018). Ahmed et al. (Veeranampalayam 

Sivakumar, A.N., 2020) achieved a 97.3% accuracy in identifying six weed species using a Support 

Vector Machine (SVM) on a database of 224 images with the optimal set of extractors. Herrera et al. 

(Olsen, A., 2019) built a weed-crop classifier employing fuzzy decision-making and shape descriptors, 

achieving a classification accuracy of 92.9% on a collection of 66 photos. Chen et al. (Lammie, C., 2019) 

developed a weed and crop discrimination approach utilizing a binocular stereo vision system based on 

height characteristics. By analyzing the depth dimension and employing a height-based segmentation 

technique, they successfully distinguished between weeds and crops. Taking advantage of plant spacing 

information, the relative height of weeds was used to separate them from the crops. 

Deep learning has demonstrated remarkable capabilities in automatically extracting complex features 

from images (Rączkowski, Ł., 2019) (Bermant, P.C., 2019) (Sahlsten, J., 2019). It is widely regarded as 

a promising technique for object recognition and image categorization. Deep learning techniques for 

image detection can be categorized into two groups (Yu, S.H., 2021). The first group involves object 

classification, followed by drawing bounding boxes around objects for classification. The second group 

is semantic segmentation, which focuses on classifying object pixels (Pawłowski, J., 2022). Olsen et al. 
(Gu, H., 2022) achieved an average classification accuracy of 96.2% and 96.6% using benchmark deep 

learning models to classify photos of sixteen different weed varieties. Ferreira Santos et al. (Yu, X., 

2020) used Convolutional Neural Networks (CNNs) to identify weeds among potato plant photographs, 

classifying them as grass or broadleaf. Asad and Bais (Nampei, M., 2019) compared the performance of 

deep learning meta-architectures such as UNET and SegNet with encoder blocks like ResNet-50 and 

VGG16 using high-resolution color photos of potato fields. Khurana and Bawa (Liakos, K.G., 2018) 

employed morphological scanning and textural feature analysis of sugar beet plants, using KNN 

classification to distinguish weeds in field crops. V. Sivakumar (Benos, L., 2021) examined and 

compared two object detection algorithms, namely Faster SSD – Single Shot Detector and RCNN, for 

detecting weeds in soybean fields using UAV data. Inference speed and mean IoU (Intersection over 

Union) were used to evaluate the models' performance. Osorio et al. (Gutiérrez, S., 2021) presented three 

approaches for weed estimation in lettuce fields using image processing and deep learning (Bae, D., 

2021). The first approach relied on the SVM algorithm, the second used YOLOv3, and the third 

employed Mask R-CNN. These approaches improved the accuracy of weed estimation and reduced 

subjectivity compared to estimates from human experts. 

In the growing of vegetables, there is no standard for clear plant spacing and row spacing. 

Identification of weeds in crops and vegetables plantations is very difficult than in crop plantations 

because vegetables and weeds grow irregularly.  Additionally, during robotic harvesting, vegetable 
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plantations and weeds will also be mixed in with crops of vegetable plantations and should be removed 

manually. Sales prices have increased as a result of various labour expenditures. Although a lot of 

variation among variety of weeds, research on weed identification in vegetable plantations is still in its 

infancy. Previous crop weed identification methods tended to concentrate mostly on weed identification 

directly. The remaining plants segmented images in the agriculture fields are indentified as weeds. As a 

result, we suggested methods for employing deep learning algorithm, which is Convolutional Neural 

Networks architecture, to first detect and segment the vegetable. This method can greatly minimize the 

amount of the training image dataset and the difficulty of weed detection, improving the effectiveness 

and accuracy of weed identification. 

The creation of automatic weed identification equipment is the main objective of this research study, 

and to remove weeds in crops and vegetables plantations using an algorithm based on image processing 

and deep learning. The precise goals were to use deep learning to develop a model that could recognize 

vegetable box boundaries and to use image processing and the color feature for removing and 

segmenting weeds that are outside the bounding boxes. 

2 Proposed Work 

Weed Identification 

 

Figure 1: Architecture for Proposed Weed Detection Methodology 

The method for weed identification suggested in this study consists of two stages. For the purpose of 

this study, bok choy is detected in the first stage using the cutting-edge, CenterNet algorithm. 

Architecture for object detection without anchors is CenterNet. This structure has the significant 

advantage of substituting a far more elegant algorithm that is inherent to the CNN flow for the traditional 

Suppression of Non-Maximum (SNM) at the post-processing stage. This system makes inference 

significantly quicker. Vegetables crops images were gathered, used as training samples in neural 

networks. The trained neural network is utilized to identify bok choy by generating bounding boxes 

around them and assigning class probabilities and bounding box locations. In the second stage, the 

presence of weeds in the image is visually classified by segmenting the vegetation pixels outside the 

boundary boxes. This segmentation process is based on color information, and a color index is applied 

to distinguish weeds from other vegetation. Using Genetic Algorithms (GAs), the employed colour index 

is chose and assessed in accordance with the Bayesian Classification Error. Using a graphics processing 

unit, the CenterNet model is trained and tested in the phytoruch deep learning environment, as detailed 

in the proposed method's procedural steps (USA, NVIDIA; Santa Clara, NVIDIA GeForce RTX 2080 

SUPER). Python and the OpenCV library were used to create and implement a genetic algorithm. Both 

methods were run on a machine equipped with high configuration system like Intel@Core TM i9 

Processor speed,3.60 GHZ_CPU. 
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Image Acquisition  

A digital camera was used to capture pictures of bok choy, often known as Indian cabbage white 

(Brassica rapa spp. chinensis). The vegetable plantation, where the photos were taken is situated in 

Kodaikanal, India, at latitude 10.2381° N, and longitude 77.4892° E. The photos' original sizes were 

3024 x 4032 pixels. Images of bok choy were captured in a variety of settings, including diverse lighting 

conditions (Fig. 2: a1, a2), complicated backdrops (Fig.2: a3), and different growth phases, Fig.2: a4. 

 
(a1)  (a2)  (a3)  (a4) 

Figure 2: Vegetable Crops Images from Various Lighting Conditions 

Fig.2: a1-Less brightness, Fig.2: a2-full brightness, Fig.2: a3-difficult locations and Fig.2: a4-

different size of growing stages 

Deep Learning in Crops and vegetables Detection 

• Image Amplification 

To make the experimental dataset more richly diverse, the 1150 photos from the training dataset were 

increased to 11500 images by utilizing data augmentation techniques. Following pre-processing of the 

gathered photos for rotation, image definition, colour, rotation, and brightness, the dataset was expanded 

as depicted in figure 3. 

 
(Fig.3: a1)  (Fig.3: a2)  (Fig.3: a3)  (Fig.3: a4) 

 
(Fig.3: a5)  (Fig.3: a6)  (Fig.3: a7)  (Fig.3:  a8) 

Figure 3: Augmentation Techniques of Images (Exact image to blur image) 

• Annotation of Image 

Using unique piece of software called Label Image, bounding boxes were manually annotated against 

the crops in the enter photos. To train the CenterNet, related XML format label files were created. The 

training data and testing data phases each required 80⁒ and 20⁒ of the dataset, respectively. 
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• Preparation for Training and Testing 

The CenterNet model is a state-of-the-art object detector that relies on key point estimates and is anchor-

free. In CenterNet, each object is represented by a single point, and object centres are predicted using a 

heatmap. Estimated centers are computed from the heatmap's peak values using a Gaussian filter to the 

extended kernel neighborhood and a Filter Convolution Neural Network. Using the centre localization, 

it is possible to directly regress object characteristics like size and dimension (Gutiérrez, S., 2021). 

A single-stage detection model is CenterNet that offers substantially faster detection because 

Suppresion of Non-Maximum (SNM) is not necessary for after-processing stage. Hourglass is chosen 

as the study's backbone architecture for feature extraction. Using focal loss LK and Gaussian kernel, 

each ground truth key point is transformed into a smaller key-point heat map in order to train the 

network. In order to lessen the mistake brought on by resampling the input image's size to create the 

key-points heatmap, CenterNet also forecasts the local offset. An Loff loss is used to train the offset 

lastly, the size of the thing is reduced with loss Lsize from the centre points. As a result, the loss key-

point (Lk), loss offset (Loff), and loss size of objects (Lsize) make up the loss function (Ldet): 

Ldet=Lk+⋋sizeLsize+⋋offLoff(1) 

Where size and off are loss weighting constants. As recommended by the author, size=0.1 and 

off=1are utilized in this paper. Table 1 displays the formulae for each distinct loss and their 

interpretation. 

Table 1: Individual Loss Definition 

Loss Equation Parameters Meaning 

Lk −1

𝑁
∑  {

(1 − 𝑦𝑥𝑦𝑐)
𝛼

𝑙𝑜𝑔(�̂�𝑥𝑦𝑐) , 𝑖𝑓𝑦𝑥𝑦𝑐 = 1   

(1 − 𝑦𝑥𝑦𝑐)
𝛽

(�̂�𝑥𝑦𝑐)
𝛼

𝑙𝑜𝑔(1 − �̂�𝑥𝑦𝑐), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

N 

α, β 

Number of keys –points Focal loss of 

Hyper Parameters 

Lsize −1

𝑁
∑|�̂�𝑃𝑘 − 𝑠𝑘|

𝑁

𝑘=1

 

sk 

pk 

Size of the item K 

Center points for entity k 

Loff −1

𝑁
∑ |�̂��̅� − (

𝑃

𝑅
− �̃�)|

𝑃

 
�̃� 

�̂� 

Location of the key points Forecast local 

offset 

Each key point's location is specified at inference time by a coordinate in the integer (xi,yi). 

CenterNet then creates a bounding box at location using as a measure of its detection confidence, key-

point values. 

(𝑥𝑖 + 𝛿𝑥�̂� −
�̂�ⅈ

2
, �̂�ⅈ + 𝛿�̂�𝑖 −

ℎ𝑖

2
, )  (1) 

 (𝑥𝑖 + 𝛿𝑥�̂� +
�̂�ⅈ

2
, �̂�ⅈ + 𝛿�̂�𝑖 +

ℎ̂𝑖

2
)  (2) 

Modern bounding-box based detectors were shown to be more complicated, slower, and inaccurate 

than the state-of-the-art CenterNet. As the vegetable crops detector in this investigation, The CenterNet 

model was adopted and employed. 

 

Figure 4: Shows the Center Net Identification Model 
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Fig. 4 depicts the CenterNet detection model. The training set's whole image library is resampled to 

the same fixed size. It forecasts confidence scores and bounding boxes when detecting the object. The 

representation of objects is a single point during the detection process, key-point estimation is then used 

to get the centre point of the bounding box. which is then acquired using key-point estimation. CenterNet 

surpasses the majority of detection techniques thanks to its usage of an anchor-free strategy that restricts 

its object detection to the centre point and regresses the object size. 

Weed Identification Utilizing Image Processing Techniques 

After identifying and labeling the vegetables, any green objects that fall outside the boundary boxes are 

considered weeds. To distinguish weeds from other elements in the image, such as soil, straws, stones, 

and other debris, a binary-coded genetic algorithm (GA) is employed. This GA operates in the RGB 

color space and is specifically designed for outdoor field conditions. It effectively removes weeds from 

the rest of the image. The segmentation result is evaluated by comparing it with the commonly used 

excess green (ExG) index. This comparison helps validate the accuracy of the segmentation output. 

 
(a)   (b)   (c)   (d) 

Figure 5: Image Pixel Distribution in RGB Color Space: (a) Image Pixel Distribution of Fig. 2a, (b) 

Image Pixel Distribution of Fig. 2b, (c) Image Pixel Distribution of Fig. 2c, (d) Image Pixel 

Distribution of Fig. 2d. 

 

Figure 6: Procedures of a Genetic Algorithm 

• Color Index-Base Segmentation 

Distribution color space as Red Green Blue of image pixels is shown in Figure 5. Segmentation is the 

process of dividing an image into pixels that indicate vegetation and those that do not represent 
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vegetation by locating a plane that intersects the Red Green Blue colour cube. The plane is defined by 

the equation. 

𝑥𝑅 + 𝑦𝐺 + 𝑧𝐵 = 𝑇             (3) 

It is necessary to identify the values of x, y, z, and T in order to distinguish plants from the 

surroundings.  

• Genetic Algorithms 

The family of adaptive search techniques known as Genetic Algorithms (GAs) depends on the principles 

of genetic evolutionary process and the natural selection. Due to their parallel search space exploration, 

GAs is particularly effective in solving challenging combinatorial search issues without becoming 

caught in local optima (Gutiérrez, S., 2021). 

The three parameter ranges, x, y, and z are (255, 255), but the range of the parameter T is ([0, 1024). 

There will be 5105105101024 potential combinations as a result. To tackle this issue, an effective 

searching algorithm is required. GAs function efficiently when utilizing the acquired data in a previously 

unexplored domain. GA is therefore chosen to develop the search engine in this endeavour. Fig. 6 

illustrates a genetic algorithms process. An initial population is produced at random to begin the 

procedure. 

• Chromosome 

In equation 3 parameters that were prearranged using the permutation method were represented as binary 

string as 88-bit, also known as a chromosome. Because GAs selects more advantageous combinations 

of parameters, the relative positions of the Bytes within the chromosome are essential. The first byte of 

the chromosome in the string is designated as the sign, where 0 denotes a negative and 1 denotes a 

positive, depends upon the variables range and length of the variables. The following bytes contain the 

parameters' binary values. The chromosomal string's structure is displayed in Table 2. 

• Population Size 

Individual is the fundamental building block of a GA, and it is distinguished by a pair of properties 

(parameters) known as Genes. A chromosome is created by stringing together a number of genes. The 

term "population" refers to a group of people. In this study, colour index parameters are generated using 

a population size of 200. 

• Selection 

The likelihood of a person being selected for reproduction is indirectly or directly correlated with their 

level of fitness in relation to the general population. In GA, the roulette wheel selection method is used 

to choose the person with the greatest fitness level among randomly chosen participants. 

• Crossover and Mutation 

Based on the likelihood of the crossover ratio CR, the crossover operation entails changing the 

parameters between the initially selected the mutant vector and target vector. The trial vector, or outcome 

vector, is obtained as 
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Table 2: Chromosome String Structure  

Chromosome  

Paramete

r 

Value

1 

Value

2 

Value

3 

Value

4 

Value

5 

Value

6 

Value

7 

Value

8 

Value

9 

Value1

0 

Value1

1 

Valu

e 

[x] 1 1 1 1 1 0 1 1 0 0 0 -18 

[y] 0 1 1 1 1 0 0 1 1 1 1 22 

[z] 1 1 1 0 1 1 1 1 0 1 1 -4 

[T] 1 0 0 0 1 1 0 1 1 0 0 864 

In the process of crossover, the two parent bit strings are divided into separate segments of two or 

more bits each. Data is then exchanged between the selected chromosomes, resulting in the creation of 

a new population of offspring for the next generation. The offspring bit strings are generated by 

combining the segments of the two parent bit strings that undergo crossover. A crossover probability of 

0.8 was used, indicating an 80% chance of crossover occurring between the parent chromosomes. 

Mutation, on the other hand, introduces random alterations to the bit strings by inverting, shifting, or 

rotating one or more genetic components. This random alternation helps introduce genetic diversity 

within the population. In this particular application, a mutation rate of 0.2 was employed, indicating a 

20% chance of mutation occurring on each bit string in the crossover operation. 

• Evaluation 

The BCEA was used to assess the function. BCEA (r, g, b) was defined for each color that was provided. 

Bayesian Classification Error Algorthm (𝑟, 𝑔, 𝑏) = {
0.5 × 𝑃2(𝑟, 𝑔, 𝑏), 𝑥𝑅 + 𝑦𝐺 + 𝑧𝐵 ≥ 𝑇

0.5 × 𝑃1(𝑟, 𝑔, 𝑏), 𝑥𝑅 + 𝑦𝐺 + 𝑧𝐵 < 𝑇
(4) 

Where the probabilities distribution of the background, weed in the colour space corresponding, 

are p1 
 (𝑟, 𝑔, 𝑏), and p2 (r, g, b). 

𝑃1(𝑟, 𝑔, 𝑏) =
𝐶𝑤

𝐶𝑡
-  (5) 

𝑃2(𝑟, 𝑔, 𝑏) =
𝐶𝑏

𝐶𝑡
-  (6) 

Where the number of colour (red, green, and blue) occurrences in weed image pixels is known as 

Cw. The amount of colour (red, green, and blue) occurrences in background pixels is known as Cb. The 

sum of all the pixels in the suggested images is Ct. 

The theoretical minimal rate of Bayesian Classification Error Algorithm (red, green, and blue) is 

obviously 

Bayesian Classification Error (𝑟, 𝑔, 𝑏)min=𝑚𝑖𝑛(0.5 X𝑃1(𝑟, 𝑔, 𝑏), 0.5XP2(𝑟, 𝑔, 𝑏))- (7) 

In light of the reference images, the explanations of Bayesian Classification Error and its related 

theoretical minimum value Bayesian Classification Errormin is as follows: 

Bayesian Classification Error =∑ BCE( 𝑟𝑖, 𝑔𝑖, 𝑏𝑖)
𝑙𝑢

1=0
  (8) 

Bayesian Classification Error min=∑ BCE( 𝑟𝑖, 𝑔𝑖, 𝑏𝑖)
𝑙𝑢

1=0 min (9) 

Iu stands for the quantity of distinct pixels in the reference images. 

• Criteria for Stopping 

When either of the following two requirements was met, the algorithm ends: 
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1. If there were reached 2000 iterations. 

2. If the ideal fitness value—the theoretical lowest error of acceptance—was found, matching the 

predetermined threshold. 

The parameters of the colour index were decoded from the best-fitting chromosomal string in Table 

2 when any one of the aforementioned conditions was satisfied. 

3 Results and Discussion 

Crop Detection's Effectiveness 

The input photos were sized down to 512512 pixels to make them suitable for the input that the 

Hourglass framework needs. To further analyze the training process, in terms of batch size adjusted to 

4 and a maximum of 24 epochs were used. Other settings, such as momentum, learning rate at first, and 

weight decay regularization, etc., were CenterNet model defaults. Used the CenterNet original paper's 

training procedure for the model's training stage, and after the training parameters were established, the 

model was trained. Adam utilised an optimization technique to iteratively adjust network weights based 

on training data in order to minimize the training loss. Table 3 displays the initial settings for the training 

parameters. 

The test results for the object detection task can be broken down into the following four groups: first 

one is (FN) False Negative, second one is (FP) False Positive, third one is (TN) True Negative and fourth 

one is (TP) True positive. From this instance, TP stands for bounding boxes that contain properly 

identified target vegetables crops; FP for bounding boxes that contain mistakenly identified target 

vegetables crops; and FN for unidentified target vegetables crops for which no bounding boxes were 

drawn. The results metrics of analytical ability employed include recall, precision, and F1 score. Here 

is a definition of recall and precision as: 

Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠ⅈ𝑡ⅈ𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠ⅈ𝑡ⅈ𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠ⅈ𝑡ⅈ𝑣𝑒
    (10) 

Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑡ⅈ𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠ⅈ𝑡ⅈ𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡ⅈ𝑣𝑒
     (11) 

Table 3: Initialization Parameters CenterNet 

Image size for input group Momentum Initial Learning rate Decay Training steps 

512X512 4 0.9 1.25e-4 0.0001 55,200 

Table 4: Analyzing Various Confidence Scores  

CS TP FP P R F1 Score 

0.9 1327 12 0.991 0.84 0.909 

0.8 1422 33 0.977 0.90 0.937 

0.7 1469 44 0.971 0.93 0.950 

0.6 1501 69 0.956 0.95 0.953 

0.5 1533 111 0.932 0.97 0.951 
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Table 5: Genetic Algorithm Variables & Results Outcome  

  Results of Performance and GA Variables values 

Parameters Population size 

collection 

intersect probability 

change rate 

Number of Iterations 

200 

Roulette wheel selection 

0.8 

0.2 

2000 

Results Assessment time 

Making with optima 

BCEmin 

Bayesian Classification Error 

x 

y 

z 

T 

400000 

423 

0.113% 

0.21% 

-19 

24 

-2 

862 

Index colors                                                                     - 19R + 24G - 2B ≥ 862 

The F1 Score is another crucial metric for assessing the model. It is a harmonic method of recall that 

is defined as follows. 

F1=
2 𝑋𝑃𝑟𝑒𝑐ⅈ𝑠ⅈ𝑜𝑛𝑋𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐ⅈ𝑠ⅈ𝑜𝑛𝑋𝑅𝑒𝑐𝑎𝑙𝑙
   (12) 

The PRC (Precision Recall Curve) is composed of recall and precision (horizantal axis) (vertical 

axis). It is a more impartial principle for making judgments when assessing the model's performance. 

Figure 7 displays the comparison outcomes of various IoU thresholding levels on the comibned test set 

recorded by Precision Recall Curves. In this investigation, the IoU thresholding value of 0.5 was 

used.1690 ground truth the test set's bounding boxes were utilised to assess the model and calculate the 

confidence scores' thresholding value (Table 4). Five threshold values were utilised and tested: 0.5, 0.6, 

0.7, 0.8, and 0.9. The best value was determined to be 0.6, which produced a precision and recall of 

95.8% and 95%, respectively. 

 

Figure 7: IoU Thresholding Curve for Precision-recall with Various Values  
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Fig. 8 displays how the trained model performed on pictures obtained under variety of scenarios 

(Figure two). The outcome pictures proved that the Center Net identification model can offer highly 

accurate categorization. The proposed deep learning model can therefore be used to identify the 

vegetable. 

 
(Fig.8: a)  (Fig.8: b)  (Fig.8: c)  (Fig.8: d) 

Figure 8: Vegetable Detection using the CenterNet Detection Model in Varied Environments  

Fig. 9 illustrates how to identify vegetables when broadleaf weed is present. The results indicate that 

the trained CenterNet specification can effectively distinguish between vegetables and broadleaf weeds. 

It's crucial to acknowledge the significant diversity among weed species. Traditionally, identifying 

weeds directly has been the standard method. To classify weeds, deep learning models need training on 

diverse weed datasets. Detection may fail if a particular weed type hasn't been encountered in the training 

dataset. In contrast, the proposed approach focuses on instructing the model to exclusively recognize 

vegetables, eliminating the necessity to handle various weed types. Even in the presence of unidentified 

weeds, the likelihood of misidentification is minimized. 

 

Figure 9: Finding Vegetables When Broadleaf Weed is Present  

Examining the detection situations also indicated that occlusion may cause a veggie to be missed 

(Fig. 10). In Fig. 10, a number of veggies were planted too closely together and became totally obscured. 

Missing identification would be the result of running into such situations in the field. However, by 

including increased obscurations in the training dataset, this case can be further enhanced or resolved. 

Furthermore, because vegetables often have smaller canopies and do not have any reach very far at this 

stage of growth, better results should be obtained with a more advanced growth stage (Lammie, C., 

2019). 

 
(Fig.10: a)  (Fig.10: b) 

Figure 10: Missed Vegetable Cases are Enclosed in the Yellow Boxes with Dashed Lines. Occlusion 

of (a-b) 
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Weed Segmentation Performance 

20 photos under diverse settings were chosen as reference photographs for the GA trials. The identical 

selection of four unsegmented photos from Fig. 8 were also utilised as test images to assess the 

performance of the GA colour index segmentation algorithm. According to Eq. 9, the reference pictures' 

BCEmin theoretical minimum value was 0.113%. Table 5 displays the GA settings and performance 

outcomes. 

The best fitness value using any population under 2126 generations, regardless of size, BCE function 

was 0.21%. When the population size or iterations were increased, best fitness did not significantly 

improve. The colour index's associated outcome is as follows: 

{
−19𝑅 + 24𝐺 − 2𝐵 ≥ 862,   𝑤𝑒𝑒𝑑                
−19𝑅 + 24𝐺 − 2𝐵 < 862,    𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

              (13) 

Outputs of the applying index of the proposed algorithm to the images in Figure 8 are shown in 

Figure 11, which demonstrate that weeds are successfully separated from circumstances for pictures shot 

in the wild. Evaluation was done by contrasting the segmentation result with the excess green index 

(ExG) index in order to further confirm segmentation results. 

 
[Fig.11:1]  [Fig.11:2]   [Fig.11:3]  [Fig.11:4] 

 
[Fig.11:5]  [Fig.11:6]   [Fig.11:7]  [Fig.11:8] 

Figure 11: Application of the Excess Green Index + Otsu to the Photos in Fig. 8(a) Yielded Desired 

Results 

The ExG index is frequently used and has shown to be effective at distinguishing crops from 

circumstances (Hamuda, E., 2016). Excess Green index translated colour images into gray scale images, 

which are easily converted into black-and-white images using the Otsu method to extract binary images. 

Examining Fig. 11 revealed that the ExG + Otsu method's result was tainted by additional noises and 

unable to distinguish weeds from a complicated background (Fig. 11:6). ExG + Otsu method's 

performance in this study is worse than the suggested colour index because ExG + Otsu threshold 

frequently leads to under-segmentation. ExG segmentation, on the other hand, takes more time to 

compute because it involves two phases. 

Table 6 illustrates the BCEs and processing times for the PI and Excess Green Index + Otsu in 

comparison. According to the BCEA metric, it is clear that the suggested index produces high 

segmentation quality at a significantly less computing cost than Excess Green Index + Otsu technique, 
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making it acceptable for use in crops and vegetable plantations under natural circumstances for smart 

mechanical weed management. 

Table 6: Comparisons Among ExG + Otsu and the Planned Index  

Test Image Bayesian Classification Error Running Timing(milisec.) 

PI ExG + Otsu PI ExG + Otsu 

Figure 8(a) 0.032% 0.097% 5.326 9.35 

Figure 8(b) 0.009% 0.019% 5.24 8.43 

Figure 8(c) 0.189% 12.40% 6.89 10.2 

Figure 8(d) 0.024% 0.025% 6.09 8.87 

were PI denoting Proposed Index. 

In order to create a colour index that might work in multiple lighting conditions, a number of images 

were taken in various lighting conditions were selected as reference images throughout the GA 

searching. When the suggested index was used to analyze the low- and high-brightness photographs in 

Figure 8a and 8b, respectively. The segmentation results are shown in Figs. 11:1 and Figs.11:2. This 

demonstrates that weeds were successfully segmented from background for images taken under various 

lighting conditions. Some backdrop pixels were mistakenly identified as weeds because of the colour 

resemblances between them and the background (noises). These noises were typically dispersed 

randomly over the image. The relatively small noise patches in the binary image were removed using an 

area filter and a thresholding approach. Each related region's area was determined. Smaller objects were 

regarded as noise and filtered using a predetermined threshold that was developed through trial and error 

(Fig. 12a, Fig. 12b, Fig. 12c, Fig. 12d). The final segmentation findings are displayed in Figures 13a, 

13b, 13c, and 13d with the vegetable regions denoted by red boxes. The segmentation of different 

vegetation in agricultural areas using the proposed GA approach using the Bayesian classification error 

Algorithm fitness function can also be done by calculating colour indices. By simply swapping out the 

reference photos and tallying the pixel distribution probabilities of the matching targets, this technique 

may also be easily duplicated. 

 
 (Fig.12: a)  (Fig.12: b)   (Fig.12:c)  (Fig.12: d) 

Figure 12: Results After Applying Area Filter (a) on fig. 11(a), 11(b), 11(c), and 11 (d)  

 
(Fig.13: a)  (Fig.13: b)   (Fig.13:c)  (Fig.13: d) 

Figure 13: Vegetable Regions that Make up the Last Segment are Highlighted in Red  
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4 Conclusion 

In this paper used forth a method for employing deep learning and image processing to find weeds in 

vegetable plantations. Two steps made up the algorithm's representation. Vegetable detection was taught 

to a CenterNet model. The trained CenterNet attained a Figure1 score of 0.953, a precision of 95.6%, 

and a recall of 95.0%. The remaining green items that were present in the colour image were then 

regarded as weeds. A color index was established and evaluated utilizing Genetic Algorithms (GAs) 

based on Bayesian classification error to distinguish weeds from the background. This method, by 

focusing solely on the detection of vegetables, allows the model to sidestep the complexities associated 

with various weed species. 

This research article made the following contributions: 1) Deep learning and image processing 

research and presentation of a technique for weed identification in vegetable plantations 2) Develop a 

brand-new, deceptive optical trick to tell weeds from vegetables. 3) Propose a colour scale to help people 

in real-world situations tell weeds apart from the background. Despite only being relevant to organic 

vegetables, the anticipated algorithm in this research study can be used for smart mechanical or chemical 

robotic weeding. The research’s excellent findings confirmed that the suggested methodology is more 

suitable for beginning and ground-based weed detection and identification in growing crops and 

vegetable plantations below a range of circumstances, including complex backgrounds, varying 

illumination, as well as several stages of growth, and has application value for the growth of the 

vegetable industry sustainably.  
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