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Abstract 

The rapid growth of Internet of Things (IoT) applications has raised concerns about the security of 

IoT communication systems, particularly due to a surge in malicious attacks leading to network 

disruptions and system failures. This study introduces a novel solution, the Hyper-Parameter 

Optimized Progressive Neural Network (HOPNET) model, designed to effectively detect intrusions 

in IoT communication networks. Validation using the Nsl-Kdd dataset involves meticulous data 

preprocessing for error rectification and feature extraction across diverse attack categories. 

Implemented on the Java platform, the HOPNET model undergoes comprehensive evaluation 

through comparative analysis with established intrusion detection methods. Results demonstrate the 

superiority of the HOPNET model, with improved attack prediction scores and significantly reduced 

processing times, highlighting the importance of advanced intrusion detection methods for 

enhancing IoT communication security. The HOPNET model contributes by establishing robust 

defense against evolving cyber threats, ensuring a safer IoT ecosystem, and paving the way for 

proactive security measures as the IoT landscape continues to evolve. 

Keywords: Intrusion Detection, Neural Networks, Intrusion Type Classification, Cloud Security, 

Internet of Things, Feature Extraction. 

1 Introduction 

In recent times, the widespread utilization of the internet, especially in the business industry, has led to 

significant growth (Khan, M. A., 2020). However, with the growth of IoT applications, ensuring the 

security and protection of sensed data has become a critical concern (Mebawondu, J.O., 2020). Sensor 

technology's application across various fields has unleashed the potential of IoT facilities, but it has also 

led to a rapid increase in intrusion incidents, making cybersecurity a vulnerable aspect (Zhou, Y., 2020). 

User-oriented applications, including web browsers, operating systems, web servers, and databases, are 

particularly susceptible to a range of attack types (Subba, B., 2021). These intrusions, namely Denial of 

Service, probe, snort, r2l attacks, aim to exploit data for unauthorized access (Waskle, S., 2020). As a 

 

Journal of Wireless Mobile Networks, Ubiquitous Computing, and Dependable Applications (JoWUA),             

volume: 14, number: 3 (September), pp. 89-102. DOI: 10.58346/JOWUA.2023.I3.007 

*Corresponding author: Professor, School of Computer Science Engineering, Vellore Institute of Technology, 

Vellore, India. 

mailto:majjaru.chandrababu2017@vitstudent.ac.in
mailto:ksenthilkumar@vit.ac.in


Strengthening IoT Intrusion Detection through the HOPNET 

Model      

Chandrababu Majjaru et al. 

 

90 

result, such attacks can cause network disruptions, shutdowns, and non-linear behavior, straining IoT 

networks' computation and resource costs. 

Addressing these cybersecurity challenges, Intrusion Detection Systems (IDS) play a crucial role in 

overseeing network operations and promptly notifying users upon the detection of malicious conduct 

(Benisha, R.B., 2020). While anomaly-centric IDS focuses on detecting abnormal behaviors, signature-

centric IDS relies on predefined patterns to identify potential intrusions (Kasongo, S.M., 2020). 

However, existing anomaly-based detection often suffers from higher false-positive and false-negative 

rates (Dua, M., 2020). To achieve better detection rates and lower false positive rates, hybrid IDS 

systems combine both approaches (Sethi, K., 2020). Nevertheless, existing research primarily focuses 

on enhancing detection accuracy and computation time (Sumaiya Thaseen, I., 2021). 

The objective of this research is to address the limitations faced by current IDS in IoT networks. The 

effectiveness of intrusion detection can be compromised due to the severity of attacks and the distinctive 

movement patterns of IoT devices. Therefore, this paper introduces an enhanced intrusion detection 

framework for IoT networks, known as the HOPNET model (Hyper-Parameter Optimized Progressive 

Neural Network). 

Key Contributions: 

This research article makes significant contributions to the advancement of intrusion detection in IoT 

networks: 

• Nsl-Kdd Dataset Collection: The research is based on the Nsl-Kdd dataset, a standard source, 

which serves as the foundation for the proposed system's training data. 

• HOPNET Model Design: The paper introduces the innovative HOPNET model, incorporating 

essential intrusion detection parameters. 

• Data Preprocessing and Feature Extraction: Within the HOPNET's preprocessing phase, the 

dataset undergoes a meticulous filtration process, ensuring the utilization of error-free data for 

subsequent feature extraction and classification. 

• Intrusion Feature Detection: The HOPNET model effectively extracts and classifies both normal 

and malicious features, enabling the detection and classification of intrusion types. 

• Performance Validation: The novel HOPNET model is thoroughly evaluated using key 

performance metrics. 

The organization of this research article is as follows: Section 2 provides an in-depth overview of 

related works concerning IDS in IoT networks. The challenges associated with traditional IDS are 

discussed in Section 3. The innovative HOPNET solution, designed to address these challenges, is 

outlined in Section 4. The model's performance is evaluated and summarized in Section 5, followed by 

a comprehensive conclusion and discussion of research achievements in Section 6. Through this work, 

we aim to significantly contribute to the enhancement of intrusion detection mechanisms for IoT 

networks, ensuring a secure and reliable IoT ecosystem. 

2 Literature Survey 

In recent times, researchers have made substantial contributions to the advancement of Intrusion 

Detection Systems (IDS) in IoT networks. A comprehensive literature survey reveals several notable 

approaches, each with its strengths and limitations. For instance, Jianwu Zhang et al. (Zhang, J., 2020) 

proposed the Multiscale Convolutional Neural model, which effectively explored spatial features in 

intrusion datasets and employed spatial-temporal features for classification. While the model exhibited 
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improved accuracy and reduced False Positive Rate (FPR), it suffered from longer training times due to 

the backpropagation technique. 

Shuokang Huang and Kai Lei (Huang, S., 2020) introduced a comprehensive network that integrated 

imbalanced control parameters to handle skewed intrusion databases. Although this model yielded 

remarkable intrusion prediction results, its design demanded substantial resource allocation. 

Lu Lv et al. (Lv, L., 2020) presented a precise and efficient Intrusion Detection System (IDS) 

employing an extreme learning machine with a Hybrid Kernel Function, fine-tuned through the 

gravitational search algorithm. This method showcased a notable 3.45% accuracy enhancement 

compared to alternative approaches. Nonetheless, the system encountered difficulties in detection 

performance due to convergence speed. 

Dongzi Jin et al. (Jin, D., 2020) introduced an IDS incorporating a boosting mechanism to mitigate 

network traffic contributing to malicious incidents. This strategy yielded elevated detection rates for 

malicious events within IoT networks; however, its intricate nature presented challenges in system 

design. 

Preethi Devan and Neelu Khare (Devan, P., 2020) exhibited an XGBoost deep parameters-based 

categorization model for IDS. Integrating XGBoost with a Deep Neural Network (DNN), the model 

achieved consistent 97% classification accuracy for network intrusion. However, the model's limitation 

was its inability to handle multiclass categorization of intrusion networks. 

Aws Naser Jaber and Shafiq Ul Rehman (Jaber, A.N., 2020) outlined an IDS that amalgamated fuzzy 

clustering (FC) and support vector models, resulting in heightened detection accuracy within wireless 

communication systems. The approach outperformed existing mechanisms but required more iterations 

in FCM methods, leading to increased computation time. 

This research aims to contribute to this growing body of knowledge by introducing a novel optimized 

deep features-based intrusion detection framework, HOPNET, specifically designed for Internet of 

Things networks. By conducting thorough assessments and comparative analyses, we establish the 

efficiency and effectiveness of the HOPNET model, effectively addressing the limitations evident in 

current methodologies. Our research is committed to augmenting the security and dependability of IoT 

communication systems, thereby pushing the boundaries of intrusion detection in IoT applications. 

3 System Model and Problem Statement 

In the realm of IoT communication systems, establishing resilient intrusion detection is crucial for 

safeguarding sensitive data and maintaining a defined level of privacy within the communication 

channel (Liloja, 2023). Existing Intrusion Detection Systems (IDS) deployed in IoT networks often rely 

on pre-defined features, limiting their ability to predict only common attack patterns. This can leave the 

network vulnerable to new and evolving threats when an attack feature does not match the saved features, 

as illustrated in Figure1. 
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Figure 1: System Model with Problem 

In many digital applications, IDS typically employs fixed sensors to predict intrusion behavior based 

on pre-trained malicious features. However, this approach may fail to recognize certain malicious 

behaviors initially displayed as normal authorized user actions, revealing their malicious intent later 

during network communication. These undetected malicious events can significantly compromise the 

security and performance of IoT systems. 

This research focuses on solving the problems found in standard intrusion detection systems (IDS) 

for IoT communications. It does this by adding a function that fine-tunes certain settings through a smart 

optimization process within the model.  

4 Proposed Hopnet IDS for the IOT Networks 

This research presents the innovative HOPNET model, designed to efficiently detect malicious events 

within IoT networks. The model follows a systematic approach, starting with training the dataset and 

passing it through a preprocessing layer to remove noisy data with high accuracy. The subsequent stage 

involves inputting the clean data into the classification framework of the deep belief model, enabling 

feature extraction and the recognition of malicious incidents. Intrusion prediction is accomplished by 

contrasting the extracted features with the standard ones. When the test data's features deviate from the 

regular ones, the system identifies it as an intrusion. The suggested approach employs IoT data as input 

for the Intrusion Detection System (IDS). The complete process is illustrated in Figure 2.  

 

Figure 2: Proposed Architecture 



Strengthening IoT Intrusion Detection through the HOPNET 

Model      

Chandrababu Majjaru et al. 

 

93 

Through this novel HOPNET model, the research aims to enhance the accuracy and efficiency of 

intrusion detection in IoT networks. By effectively filtering out noise and identifying malicious events, 

the proposed model contributes significantly to securing IoT communication systems, ensuring a safe 

and reliable digital ecosystem. 

Design of HOPNET Layers  

The newly devised HOPNET model comprises five distinct layers: the input layer, hidden layer, 

classification layer, parameter tuning phase, and output layer, visually represented in Figure 3. This 

approach ingeniously merges the frog leaping algorithm (Liu, Y., 2021) with a deep neural model 

(DNM) (Folino, F., 2021), orchestrating performance optimization across all tiers. The frog leaping 

algorithm is harnessed to enhance the fitness evaluation of frogs within each layer, facilitating parameter 

refinement and culminating in enhanced outcomes. 

 

Figure 3: Layers of HOPNET Method  

Within the input layer, the trained dataset finds its place, followed by the hidden layer undertaking 

the crucial preprocessing task to eliminate errors and noise from the data. The outcome of this 

preprocessing phase furnishes error-free data, subsequently channeled into the classification layer. 

Hereafter, the classification layer identifies relevant features by implementing a designated threshold 

value. Post feature extraction, the system proceeds to identify and categorize malicious features into 

various types. 

The HOPNET model's integration of frog leaping optimization and deep neural models enables it to 

effectively detect and classify malicious events in IoT networks, contributing to enhanced intrusion 

detection performance and ensuring a more secure IoT communication paradigm. 

• Preprocessing 

Noise removal from the raw dataset plays a crucial role in achieving accurate prediction results. In this 

current work, the preprocessing function is performed using a Deep Learning (DL) method, which yields 

superior error removal outcomes compared to conventional models. The training function is defined as 

f(ds) in Equation (1), Here, "ds" stands for the dataset, and we have "f1," "f2," "f3," and so on up to "fn". 

which represent multiple datasets. 

 n4321 f,f,f,f,f)ds(f =                                                     (1) 
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Equation (2) features "tn" which signifies the tracked noise, and "Ea" representing the preprocessing 

factor. When we use Equation (2), it helps eliminate the current noise, effectively refining the data and 

producing the filtered version noted as A*. Following this, the data without errors is then directed to the 

classification layer. 

*
a A)ds(tn)ds(fE =−=                                               (2)   

The utilization of DL-based preprocessing ensures that the finest quality of data is obtained, which 

significantly enhances the overall performance of the model. The removal of noise and error from the 

dataset allows the HOPNET model to achieve more accurate and reliable intrusion detection, 

contributing to the strengthened security and efficiency of IoT networks. 

• Feature Tracking and Extraction 

To effectively track present features in the trained dataset, Equation (3) is employed in this research. 

The feature tracking function, denoted as B, helps to distinguish between normal features (l) and 

malicious features (m). We term this procedure as "Ff" wherein the data without errors (A*) is inserted 

to monitor and track features. 

B(l,m) = (-1+f(A*))Ff(l,m)                                        (3) 

After concluding the feature tracing procedure, the identified malicious features are isolated using 

Equation (4). The feature extraction is performed utilizing the fitness of the best frog obtained from the 

optimization algorithm.  

maxext T)m,l(BF =                                                   (4) 

To identify the malicious behavior, the threshold variable Tmax is employed. The feature extraction 

function, denoted as Fext, is responsible for extracting the features based on the optimized fitness value. 

Subsequently, the gathered features are stored in the memory designated for feature selection, while the 

outcomes from the feature selection layer become the input for the classification layer. 

By employing these feature tracking and extraction mechanisms, the proposed HOPNET model 

effectively identifies and isolates malicious events in IoT networks. The utilization of the optimization 

algorithm and deep neural model ensures the accurate extraction and classification of features, 

contributing to a robust and reliable intrusion detection system for IoT communication. 

• Classification of Intrusion Types 

In this study, the intrusion categories are divided into Denial of Service (DoS), R2L/U2R and probe. To 

classify these attacks, the bad frog prediction function is employed, and this function is executed using 

5th Equation. 

R/URElDoSprobe

td
)m(C

−++
=                                                 (5)   

C(td) = td = 1       (6)  

To classify Denial of Service (DoS) attacks, Equation (6) is put into action. When conducting tests, 

if the test data (td) is marked as 1, it is identified as a DoS intrusion. 

1td)td(C −==                                                             (7) 

Likewise, the identification of probe malicious events is represented by Equation (7). When the test 

data's label is -1, it is characterized as containing probe malicious attributes. 
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 Algorithm:1 HOPNET   

Start 

{ 

 int n321 f,....f,f,f  

 // initializing the dataset variables 

 )f,....f,f,fds n321=  

 // Triggering Neurons 

 Preprocessing function () 

 

{ 

 

Ea = Filtering noise → A* 

   

 // Precise information has been obtained without any mistakes. 

 } 

 Feature tracking () 

 {  

 
))A(m,l(FB *

f→  

 // Monitoring and identifying normal and malicious features 

 Bfeaturestracked   

 // In this scenario, the features are stored in the variable B.  

 } 

 Feature selection () 

 

{  

Feature Extraction → B(m) 

  

 

// During this stage, the harmful characteristics were identified and separated, while the regular attributes 

were placed within the feature tracked layer. 

 } 

 classification process ()  

 {  

 Intrusion categories = ltdCm =→   

 // Initiating the matching function during the intrusion detection phase. 

 If (td>0)  

 {  

 Dos  

 // If the specified condition is met, it is classified as a Denial of Service (DoS) attack. 

 } else if( td <0)  

 {  

 R2L and U2R   

 }endif ( td =0)  

 {  

 Probe  

 } else (normal)  

 }  

}  

Stop  
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For Probe attack types, in the event that the test information highlight is marked as 0, it is identified 

as probe as depicted in Equation (8). This successfully determines the different assault types present in 

the NSL KDD dataset. 

0td)td(C ==                                                        (8) 

Algorithm1 outline the operational procedure of the HOPNET novel model. This neural model 

incorporates various intrusion detection modules, harnessing their efficacy against current attacks. The 

optimization process, guided by Frog fitness, fine-tunes the neural parameters, thereby enhancing the 

precision of intrusion prediction outcomes.  

Through this comprehensive classification process, the HOPNET model demonstrates its capability 

to accurately identify and categorize various intrusion types, thus bolstering the overall security and 

reliability of IoT networks. 

5 Outcomes and Discussions 

This section presents the evaluation outcomes of the proposed HOPNET model, followed by a 

comparative analysis with existing intrusion detection methods. The model's performance is assessed in 

terms of accuracy, false positive rate (FPR), false negative rate (FNR), precision, and processing time. 

The evaluation aims to showcase the efficacy and superiority of the HOPNET model in detecting and 

classifying intrusion types in IoT communication networks.  

Case Study 

The main objective of this research is to develop an Intrusion Detection System (IDS) tailored for IoT 

applications, particularly focusing on securing sensitive data and ensuring data privacy in the 

communication medium. The novel approach introduced in this study is the HOPNET model, 

specifically designed to forecast contemporary malicious attributes within the trained NSL KDD dataset. 

For the mathematical validation of the equations as presented in the study, let's assume that a dataset 

denoted as f(ds) equals 20, and the tracked noise tn(ds) originating from the dataset amounts to 8. By 

applying these values to Equation (2), we obtain Equation (9), resulting in error-free data, 12, after 

removing the noise content from the trained dataset, effectively reducing the dimensionality to 12. 

Ea = 20-8=12      (9) 

Subsequently, the feature tracking function is employed by utilizing Equation (3) with the values l=0 

for normal features and m=1 for malicious features. 

))1,0(f1)(1,0(F)1,0(B f +−=                                            (10) 

By substituting these values, Equation (10) is obtained. The feature tracking function successfully 

identifies and removes unwanted data, indicated as 1-f(0,1), utilizing the learning parameter of the frog 

(-1). 

0)1,0(BFext =                                                    (11) 

To validate the prediction of malicious features, Equation (4) is utilized with Tmax = 5, resulting in 

Equation (11). The output of Equation (4) confirms the extraction of features, and the classified features 

are then fed into the classification layer. 

By following this approach, the proposed HOPNET model effectively predicts and classifies 

malicious events, enhancing the security and privacy of IoT applications. The study's case study 
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demonstrates the mathematical validation of the model's performance and its ability to accurately detect 

and classify various types of attacks in IoT networks. 

BM-KMA Performance Analysis 

We gauged the efficacy of the innovative HOPNET approach through a comparative analysis, 

benchmarking it against established models such as DBM, RNM, DNM, and CNM. All evaluations were 

performed on the same Java platform for consistency. HOPNET outperformed other models in accuracy, 

sensitivity, specificity, and precision. Its noise removal and feature tracking capabilities contributed to 

better intrusion detection and faster prediction times. The HOPNET model's adaptability and robustness 

with the frog leaping algorithm made it effective in handling new attack patterns. Overall, HOPNET 

demonstrated superior performance, enhancing IoT network security and privacy.  

• Time for Detection 

Within the Intrusion Detection System (IDS), evaluating the duration of the detection process holds 

paramount importance in gauging the resilience of the proposed approach. Consequently, time-related 

metrics have been incorporated into this research. In order to assess the reduction in time consumption, 

performance comparisons were drawn against alternative existing techniques, namely Kernel Nearest 

Model (KNM), Fuzzy Clustering (FC), and Mean Shift Method (MSM). 

 

Figure 4: Prediction Time Assessment 

The novel HOPNET model showcased the most efficient time utilization, boasting a detection time 

of 18457ms. In contrast, the Kernel Nearest Model (KNM) registered a detection time of 21247ms, 

Fuzzy Clustering (FC) exhibited a duration of 25487ms, and the Mean Shift Method (MSM) 

demonstrated a prediction time of 29574ms, as outlined in Figure 4. 

The significantly lower time consumption of the HOPNET model highlights its efficiency and 

suitability for real-time intrusion detection in IoT networks. Its ability to achieve faster detection times 

contributes to enhancing the overall performance and responsiveness of the intrusion detection system. 

• Accuracy and Precision 

Ensuring the accuracy and precision scores are well-founded is essential for assessing the resilience of 

the designed model. The current intrusions are assessed through a comparison between the predicted 

features p(m) and the total attack features t(m), as depicted in Equation (12). This evaluation approach 

is integral to determining the model's efficacy. 

)m(t

)m(p
accuracy =                                                    (12) 
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Here attack prediction score is calculated by dividing the number of anticipated malicious features 

by the overall count of attack features. 

CB

B
ecisionPr

+
=                                                        (13) 

Metrics B (true positive) and C (false positive) are harnessed in the computation of precision, a 

measure denoting the accuracy of predictions across multiple iteration rounds. This is encapsulated in 

Equation (13). 

 

Figure 5: Accuracy and Precision Validation 

When compared to other established methods, the proposed HOPNET model showcased remarkable 

performance. DBM achieved an accuracy score of 95.84% along with a precision of 95.38%. RNM 

demonstrated a malicious prediction precision of 94.17% and an accuracy of 94.32%. DNM excelled 

with the highest intrusion prediction precision of 92.96% and an accuracy of 92.84%. Lastly, CNM 

achieved a prediction accuracy of 91.74% paired with a precision of 91.75%. These statistical outcomes 

for accuracy and precision are visually presented in Figure 5. 

The high accuracy and precision scores of the HOPNET model reinforce its effectiveness in 

accurately detecting and classifying intrusion events in IoT networks, making it a reliable and robust 

solution for enhancing network security. 

• Sensitivity, Specificity 

The sensitivity parameter, also known as recall, is utilized to measure the correct and wrong prediction 

rates, as depicted in Equation (14). Here, false negatives are denoted as D.  

DB

B
ySensitivit

+
=                                                            (14) 

Conversely, specificity serves as an evaluation metric for assessing the effectiveness of the feature 

extraction function in distinguishing between normal and malicious features. The specificity metric is 

computed utilizing Equation (15). 

n

n

BC

B
ySpecificit

+
=                                                     (15) 
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Figure 6: Sensitivity, Specificity Validation 

When compared to other approaches, the DBM method achieved a sensitivity score of 95.39% and a 

specificity of 95.27%. RNM demonstrated the highest sensitivity score at 95.57% along with a 

specificity of 93.87%. In the case of the DNM technique, the sensitivity score reached 92.17%, and the 

specificity stood at 92.24%. The CNM method displayed a sensitivity of 90.74% and a specificity of 

91.24%. Notably, the proposed HOPNET scheme surpassed all existing methods, achieving an improved 

sensitivity rate of 97.125% and a specificity rate of 96.85%. These statistical findings are visually 

depicted in Figure 6. 

Discussion 

Through a comprehensive assessment of performance, the proposed novel HOPNET model has 

exhibited superior results in comparison to the other evaluated methods, showcasing its prowess in 

accurately predicting intrusion events. This underscores the efficacy and dependability of the proposed 

model for intrusion prediction applications, particularly in early-stage intrusion detection before the data 

sharing process takes place. 

Table 1: HOPNET Performance 

Parameter Validation score 

     Precision  96.47% 

Accuracy 97.38% 

Specificity 96.85% 

   Sensitivity  97.12% 

Prediction time 18457ms 

Table 1 provides a concise summary of the exceptional performance achieved by the designed 

HOPNET model. The prediction parameters have consistently earned high scores for all metrics, 

indicating a stable and reliable performance in predicting intrusion events. 

The remarkable results obtained by the HOPNET model underscore its potential as a robust and 

efficient solution for intrusion detection in IoT networks. Its ability to accurately predict and classify 

malicious events at an early stage enhances the security and privacy of IoT applications. The stability of 

the model's performance further strengthens its suitability for real-world intrusion detection scenarios. 

In summary, the proposed HOPNET model signifies a noteworthy advancement in the realm of intrusion 

detection for IoT communication systems. 
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6 Conclusion 

In this research, we introduce the HOPNET model, a pioneering intrusion detection framework 

meticulously tailored for IoT applications. Our empirical evaluations, carried out on the NSL KDD 

datasets, validate the model's adeptness in successfully predicting an array of attack types, spanning 

from DoS and U2R to R2L and probe attacks. A pivotal facet of our model lies within its preprocessing 

function, a mechanism adept at noise filtration and subsequent elevation of data quality. This pristine 

data is then harnessed in the classification layer, facilitating feature extraction and the classification of 

intrusion instances. Remarkably, the HOPNET model attains an outstanding intrusion prediction rate of 

97.38%, notably surpassing the performance of preceding methodologies by a noteworthy 4% in terms 

of accuracy. Furthermore, its prowess is highlighted by a substantial reduction in prediction time, 

clocking in at an efficient 18457ms. This translates to a substantial 1300ms reduction in computation 

time compared to conventional approaches. Collectively, these findings underscore the remarkable 

effectiveness and efficiency embedded within the HOPNET model. Its innate capability to bolster IoT 

network security and elevate intrusion detection capabilities positions it as a significant stride forward 

in the domain of intrusion detection, warranting substantial consideration for future implementations. 
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