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Abstract 

The goal of this research is to use the boosting technique with the C4.5 algorithm to lower the 

number of wrong classifications. One of the techniques for boosting is called Adaboost. It can 

balance the class by giving more weight to the level of classification error, which can change how 

the data is spread out. The Online Shoppers Purchasing Intention dataset from the UCI Machine 

Learning Repository is used to test this method. It has 12330 records and 18 attributes, with a label 

being one of those attributes. In this study, the results were looked at with the help of software called 

RapidMiner 9.10. Before the processing stage, the dataset is split into two parts: training and testing, 

with a 90:10 and 80:20 split, respectively. The results of the experiments with the C4.5 algorithm 

and the boosting technique at a ratio of 90:10 (accuracy of 95.07 percent and AUC of 0.966) and a 

ratio of 80:20 (accuracy of 95.07 percent and AUC of 0.966). While the experimental results of the 

C4.5 algorithm without the boosting technique at a ratio of 90:10 (accuracy of 89.02 percent and 

AUC of 0.845) and a ratio of 80:20 (accuracy of 88.1 percent and AUC of 0.845). Based on the 

results of the comparison, boosting on the C4.5 algorithm is much better than the standard C4.5 

algorithm, with an average increase of 5.76 percent. We can say that using the boosting technique 

with the C4.5 algorithm can improve high accuracy and lower the amount of classification error. 
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1 Introduction 

Data mining is the act of discovering patterns that have the potential to be beneficial for managing 

massive databases (Syafar et al., 2015; Windarto & Herawan, 2022). Data mining classification 

approaches, such as the C4.5 algorithm (Aziz & Lawi, 2022; Hasanah et al., 2020), Naive Bayes 

(Kewsuwun & Kajornkasirat, 2022; Majeed et al., 2021), Neural Network (Hardiyanto et al., 2021; 

Perdana et al., 2021; Windarto et al., 2018) and K-NN (Atalaya et al., 2022; Varzaneh et al., 2022), are 

widely utilized by researchers in the solution of problems. Classification approach is also among the 

most researched algorithms. Neural network (NN) is an algorithm that can produce non-linear 

predictions, has the ability to accept errors, and is powerful in parallel processing (Deng et al., 2021; 

Syafar et al., 2014), however in this situation the NN approach has limitations such as over-fitting, 

convergence, and requires training with huge amounts of data (Buchori et al., 2016; Fasihah et al., 2023; 

Lin & Wong, 2016; Muhdi et al., 2019). While the C4.5 approach may solve NN problems by addressing 

overfitting, enhancing computing efficiency, and dealing with continuous characteristics. The C4.5 

algorithm In general has a high success rate if the dataset is sufficiently balanced (Katrina et al., 2019; 

Pratiwi et al., 2020; Sundari et al., 2019; Waluyo et al., 2020). While the success rate is low when the 

dataset has entropy and gain on class imbalance (Kaur & Gosain, 2022). 

Standard classifications typically perform poorly on imbalanced datasets(Ma’arif et al., 2021; Yaman 

et al., 2021) because they are designed to generalize from training data and are based on the simplest 

hypotheses that best suit the data. Boosting algorithm (Yaman et al., 2021) can considerably facilitate 

the reduction of class imbalance in distribution. One of the boosting algorithms is adaboost, which is an 

ensemble learning method that can reduce variance (Silva et al., 2021), due to the bias impact of the 

ensemble average reducing variance from a series of classifications (Silhavy et al., 2019). Following are 

research that employ boosting strategies to improve accuracy, as was done Sonavane & Sonar in the 

categorization of brain tumor detection. The experimental results for 155 MRI pictures demonstrated 

100 percent accuracy. Then, research was undertaken on the classification of Parkinsonian disorders(Tan 

et al., 2018). The experimental findings demonstrate that the AdaBoost model is superior to KNN and 

LIBSVM. The classification accuracy of the model is 97.097 percent, or 57.807 percent greater than 

KNN. Additionally, the computing time is 2.72 times faster than LIBSVM. Considering this, the 

objective of this study is to apply the Boosting technique to the C4.5 Algorithm in order to reduce its 

error rate, hence enabling it to perform well on unbalanced datasets. 

2 Research Methodology 

During the research, a computer with the specs Intel(R) Core (TM) i7-4980HQ 2.80 GHz, 16 GB RAM, 

and Windows 10 Pro was used to help. For the process of analysis, the Rapid Miner Studio 9.10 software 

was used. In the Online Shoppers Purchasing Intention(Subagja, 2023; Suherlan, 2023) dataset from the 

UCI Machine Learning Repository (https://archive.ics.uci.edu/ml/datasets.php, the boosting method was 

used with the C4.5 algorithm to reduce the level of classification error. This dataset is also used in 

research on multilayer perceptron and LSTM recurrent neural networks (Sakar et al., 2019) (Sakar et al., 

2019). Here are details from the dataset that was used, as shown in Table 1 below. 
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Table 1: Sets of Data Used for Research 

Type  Record  Missing Values 

Classification  12330 N/A 

Attribute Characteristics Dataset Characteristics Class 

Integer, Real Multivariate 18 

Source: UCI Machine Learning Repository 

Based on the dataset in Table 1, which has 10 numeric attributes and 8 categorical attributes, here 

are the details of Attribute Information. The name of the class is taken from the "Revenue" attribute. 

This is shown in Tables 2 and 3, which look like this. 

Table 2: Numerical Features Used in the User Behavior Analysis Model 

Feature name Feature description Min. 

value 

Max. 

value 

Special 

Day 

Administrative Number of pages about account management that the visitor 

looked at. 

0 27 3,32 

Administrative 

duration 

Total amount of time (in seconds) that the visitor spent on 

pages about account management. 

0 3398 176,70 

Informational Number of pages a visitor to a shopping site looked at to find 

out about the site, how to get in touch with it, and where it is. 

0 24 1,26 

Informational 

duration 

Total time (in seconds) that a visitor spent on pages with 

information. 

0 2549 140,64 

Product 

related 

Number of times a visitor went to a page about a product. 0 705 44,45 

Product 

related 

duration 

Total amount of time (in seconds) that a visitor spent on 

pages about products. 

0 63,973 1912,25 

Bounce rate Average value of the number of pages a visitor stays on 

before leaving. 

0 0,2 0,04 

Exit rate Average exit rate for the pages the visitor looked at. 0 0,2 0,05 

Page value The average value of the pages a visitor looks at. 0 361 18,55 

Special day How close the visit to the site is to a special day. 0 1,0 0,19 

Table 3: Categorical Features Used in the User Behavior Analysis Model 

Feature name Feature description Number of categorical 

values 

Operating 

Systems 

System of operation of the visitor. 8 

Browser The visitor's browser. 13 

Region From what part of the world the visitor started the session. 9 

Traffic Type How the visitor got to the website (traffic source) (e.g., banner, 

SMS, direct). 

20 

Visitor Type There are three types of visitors: "New Visitor," "Returning 

Visitor," and "Other." 

3 

Weekend Boolean value that shows whether the visit date is a weekend or 

not. 

2 

Month Month value of the date of the visit. 12 

Revenue Class label that shows whether the visit ended with a transaction 

or not. 

2 
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In this study, boosting (Bisri & Wahono, 2015) is suggested as a way to reduce the number of wrong 

classifications made by the c4.5 algorithm. The adaboost method (Setiawan, 2015) is one of the boosting 

techniques. It can lower the classification error rate by taking care of class imbalances in the 

classification. Accuracy will measure the data that comes out of the validation process. Figure 1 shows 

the framework model for the proposed method. 

 

Figure 1: Proposed Model 

Figure 1 shows that the UCI Machine Learning Repository (Online Shoppers Purchasing Intention) 

was used as the input dataset. It has 12330 records and 18 attributes, one of which is a label. With the 

help of Rapid Miner Studio 9.10 software, the dataset is then turned into an excel (xls) file. By adding 

the Boosting technique to the C4.5 Algorithm, the classification error rate can be lowered by balancing 

the dataset and making a model that uses the best parts of both. In a ratio of 80:20 and 90:10, the dataset 

is also split into training datasets and testing datasets (Pozi, M.S.M., 2020). This is also true for the C4.5 

Algorithm without the Boosting technique. Validation of the results of the analysis will produce data 

that can be measured by accuracy, error, and the ROC Curve (AUC). 

According to Wang (Wang & Feng, 2020), the following is a weighting method for the adaboost 

algorithm. It is shown in Figure 2 as a story: 

 

Figure 2: Adaboost Algorithm 
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3 Results and Discussion 

Experiments were conducted using Rapidminer 9.10 software to apply the Boosting strategy to the C4.5 

algorithm in an effort to reduce the error rate. This study was conducted in multiple phases. The initial 

step entails the preparation of the Online Shoppers Purchasing Intention dataset. Then, construct an 

experimental model similar to Figure 2 below. 

 

Figure 3: Rapid Miner Model Used 

The overall model of the conducted experiments is depicted in Figure 2. In the model, four 

simultaneous experiments are conducted: the application of the Boosting technique to the C4.5 algorithm 

(B.C45) with split data (80:20) and (90:10), and the application of the normal C4.5 algorithm with split 

data (80:20) and (90:10). (90:10). Below is a comprehensive explanation of the typical B.C45 and C4.5 

engineering models, as depicted in Figures 3 and 4, respectively. 

 

 

Figure 4: Rapid Miner Model on B.C45 

After the data preprocessing stage, which consists of two steps (attribute deletion and label 

transformation), the feature selection stage comes next. Then use the boosting method, which is called 

the adaboost algorithm. Before the new dataset is trained and tested, the data is first split in half, with 

90% and 80% of the data being used for training and 20% and 10% of the data being used for testing. 

Through the apply model, the results of the training model will be simulated and put to the test. The 

results were given as accuracy, error, and the area under the curve (AUC). While the C.45 model without 

boosting only differs in the use of the adaboost algorithm. 
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Figure 5: Rapid Miner Model on C4.5 without Boosting 

Identify all models in the second step. Table 4 and the next graph show the results of each experiment 

with the BC45 and C.45 methods without boosting. 

Table 4: Model Experimental Results 

Parameter Accuracy Error 

C4.5 (Split Data 80:20) 88.78% 11.22% 

C4.5 (Split Data 90:10) 89.02% 10.98% 

Boost+C4.5 (Split Data 80:20) 94.24% 5.76% 

Boost+C4.5 (Split Data 90:10) 95.07% 4.93% 

 

Figure 6: Comparison Chart of all Models 

According to the confusion matrix test results in Table 4, the C4.5 algorithm without boosting has an 

accuracy of 88.78 percent and 89.02 percent, respectively, with a ratio of 80:20 and 90:10. While the 

C4.5 algorithm with boosting (adaboost technique) achieves a greater level of accuracy, 94.24 percent 

and 95.07 percent, respectively. In comparison to the regular C4.5 algorithm, the application of boosting 

on the C4.5 algorithm yields an average improvement of 5.76 percentage points. 

Table 5: Comparison of all Models' AUC Values 

Parameter AUC 

C4.5 (Split Data 80:20) 0.855 

C4.5 (Split Data 90:10) 0.845 

Boost+C4.5 (Split Data 80:20) 0.97 

Boost+C4.5 (Split Data 90:10) 0.966 

In addition to the results of the confusion matrix test, the AUC graph shows how well the model is 

made. Without using a boosting technique, the C4.5 algorithm has gotten AUC values of 0.855 and 

0.845. Using the AUC value to analyze the prediction results of the classification, the classification 
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results are of good value (good classification). While the algorithm with the boosting technique gives 

AUC values of 0.97 and 0.966. This is an increase of 0.118 from the previous and changes the results of 

the previous classification from good classification to excellent classification. This is shown on the graph 

in Figure 6 below. 

 

Figure 7: Graph Comparing the AUC Values for Each Model 

Following is an illustration of the AUC curve generated by the adaboost method utilizing the boosting 

technique. 

 

 

Figure 8: Results of the Boosting Method on the AUC Curve 
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The boosting strategy, namely the adaboost method, can maximize the classification results among 

all the tests conducted using the C4.5 classification. The results of studies conducted to assess the 

accuracy and AUC values outperform the C4.5 model normal. 

4 Conclusion 

When the boosting technique was used with the C4.5 algorithm on the Online Shoppers Purchasing 

Intention dataset, it outperformed all other results in terms of both accuracy and area under the curve 

(AUC). This was done by using a sample of 12330 records that were split into training and testing data 

with a ratio of 80:20 and 90:10. When compared to using the C4.5 algorithm without boosting, the 

accuracy value was 5.76 percent higher in all of the experiments. From the AUC, there is also an average 

increase of 0.118 compared to using the C4.5 algorithm without boosting. We can say that applying the 

boosting technique to the C4.5 algorithm can increase high accuracy and lower the level of classification 

error. 
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